Abstract

The LM-cut heuristic, both alone and as part of the operator counting framework, represents one of the most successful heuristics for classical planning. In this paper, we generalize LM-cut and its use in operator counting to optimal numeric planning with simple conditions and simple numeric effects, i.e., linear expressions over numeric state variables and actions that increase or decrease such variables by constant quantities. We introduce a variant of $h_{\text{bd}}^{\max}$ (a previously proposed numeric $h_{\text{bd}}^{\max}$ heuristic) based on the delete-relaxed version of such planning tasks and show that, although inadmissible by itself, our variant yields a numeric version of the classical LM-cut heuristic which is admissible. We classify the three existing families of heuristics for this class of numeric planning tasks and introduce the LM-cut family, proving dominance or incomparability between all pairs of existing max and LM-cut heuristics for numeric planning with simple conditions. Our extensive empirical evaluation shows that the new LM-cut heuristic, both on its own and as part of the operator counting framework, is the state-of-the-art for this class of numeric planning problem.

1. Introduction

The presence of numeric state variables in planning problems introduces an additional degree of complexity over classical planning, making plan existence undecidable in the general case (Helmert, 2002). Nevertheless, since the introduction of numeric variables
in PDDL2.1 (Fox & Long, 2003), in addition to approaches to satisfying numeric planning (Hoffmann, 2003b; Shin & Davis, 2005; Gerevini, Saetti, & Serina, 2008; Eyerich, Mattmüller, & Röger, 2009; Coles, Coles, Fox, & Long, 2013; Scala, Ramírez, Haslum, & Thiébaux, 2016; Scala, Haslum, Thiébaux, & Ramírez, 2016b; Illanes & McIlraith, 2017; Li, Scala, Haslum, & Bogomolov, 2018), a number of exact techniques have appeared in the literature for restricted cases of numeric planning. One approach is model-based, compiling a numeric planning task to another problem such as mixed integer linear programming (Piacentini, Castro, Ciré, & Beck, 2018b) and optimization modulo theories (Leofante, Giunchiglia, Ábrahám, & Tacchella, 2020). Another approach is heuristic search, the main focus of this paper.

In the past decade, a number of heuristics have been developed for optimal numeric planning with simple conditions, that is, where numeric variables can be increased or decreased by constant quantities and where preconditions are inequalities involving linear expressions (Scala, Haslum, & Thiébaux, 2016a; Scala, Haslum, Magazzeni, & Thiébaux, 2017; Piacentini, Castro, Ciré, & Beck, 2018a; Piacentini et al., 2018b; Kuroiwa, Shleyfman, Piacentini, Castro, & Beck, 2021). All but one of these heuristics are delete-relaxation heuristics that are either an approximation of numeric $h_{\text{max}}$ or (as we show in Section 7) a set of operator counting (OC) constraints that are used to estimate/compute $h^*$ via linear/integer programming (LP/IP), respectively (Pommerening, Röger, Helmert, & Bonet, 2014; Piacentini et al., 2018b). Thus, the already existing heuristics for optimal numeric planning with simple conditions can be divided into three families:

- $h_{\text{max}}$ Relaxations: $h_{\text{ir}}\text{max}$ (Aldinger & Nebel, 2017) and $h_{\text{hbd}}\text{max}$ (Scala et al., 2016), with the latter extended to $h_{\text{hbd}}\text{max}$ (Scala et al., 2020);
- Operator-counting: $h_{\text{lm}}^+\text{hbd}$ (Scala et al., 2017), $h_{\text{IP}}^c$, $h_{\text{LP}}^c$ (Piacentini et al., 2018b);
- Generalised Subgoaling: $h_{\text{hbd}}^\text{gen}$ (Scala et al., 2020).

Figure 1 shows the relationship of all existing admissible heuristics for numeric planning with simple conditions and the main contribution of this paper: the $h_{\text{LM-cut}}$ heuristic family. We show through theoretical and experimental analysis that our heuristic is the state-of-the-art for this class of planning problems. This paper is an extension of our conference paper on the LM-cut heuristic for numeric planning (Kuroiwa et al., 2021), with the following additional contributions:

1. We propose novel variants of numeric LM-cut heuristics, $h_{\text{LM-cut}}^{\text{ir}}$, $h_{\text{LM-cut}}^{\text{ir,m}}$, $h_{\text{LM-cut}}^{\text{ir,m}+}$, $h_{\text{cri},+}$, $h_{\text{cri}}$, and $h_{\text{cri}}^{\text{LM-cut}}$, with theoretical and experimental comparisons.
2. We provide a thorough empirical evaluation of new operator-counting heuristics combining existing constraints with the LM-cut constraints.
3. We examine the complexity of delete-free restricted numeric planning.

The rest of the paper is as follows. Section 2 defines the problem and the necessary background. Sections 3 and 4 evaluate the computational complexity of the heuristics $h^+$ and $h_{\text{max}}$ for numeric planning with simple conditions. We show that, although computing
these heuristics is NP-hard, checking whether there is a plan of bounded length in delete-free planning tasks still lies in NP.

In Section 5, we show that the well-known classical LM-cut heuristic (Helmert & Domshlak, 2009) based on $h^{\text{max}}$ can be modified to account for numeric conditions and simple numeric effects. We identify the criterion of $h^{\text{max}}$ relaxations that determines the admissibility of the resulting LM-cut heuristic variant. By doing so, we introduce an inadmissible variation of numeric $h^{\text{max}}$ based on subgoaling relaxations (Scala et al., 2016a) that results in admissible LM-cut heuristics and grants us state-of-the-art performance. We also theoretically compare all admissible LM-cut versions and $h^{\text{max}}$ relaxation variants presented in the literature; for each pair, we show either dominance or incomparability relations.

Section 6 presents a detailed empirical comparison of numeric and classical LM-cut variants in both classical and numeric settings, showing strong performance of our novel heuristics in both settings. In Section 7, we use the LM-cut heuristics to produce constraints for the operator-counting framework (Pommerening, Helmert, Röger, & Seipp, 2015). We compare our methods with all other operator-counting constraints in the literature. The empirical evaluation of the resulting admissible heuristics indicates a good trade-off between informativeness and computational time. These heuristics favorably compete with the state-of-the-art heuristics and overall achieve higher coverage. Lastly, Section 8 presents experimental evaluations for all available heuristics and Section 9 concludes our study.

2. Preliminaries

We consider a fragment of numeric planning restricted to the STRIPS formalism (Fikes & Nilsson, 1971) with the addition of numeric state variables. We first present a subclass of numeric planning defined by Hoffmann (2003a), called the restricted numeric planning task.
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Conditions can be either propositional $\psi \in F_p$ or numeric. A numeric condition is defined as $\psi : v \geq w$, with $\geq \in \{\geq, >\}$, $v \in N$ and $w \in Q$, and the set of all numeric conditions is denoted by $F_n$. A propositional condition $\psi \in F_p$ is satisfied by the state $s$ if $\psi \in s_p$. A numeric condition $\psi : v \geq w \in F_n$ is satisfied by $s$ if $s[v] \geq w$. When a state $s$ satisfies a condition $\psi$, or a set of conditions $\Psi$, we write $s \models \psi$ and $s \models \Psi$, respectively. If $s$ does not satisfy $\psi$, we write $s \not\models \psi$. In what follows, we replace $\psi : v > w$ with $\psi' : v \geq w + \varepsilon$, where $\varepsilon > 0$ is a sufficiently small constant, assuming only $\geq$ conditions.

An action $a \in A$ is a triplet $(\text{pre}(a), \text{eff}(a), \text{cost}(a))$, where $\text{pre}(a)$ is the set of preconditions, $\text{eff}(a)$ the effects, and $\text{cost}(a) \in \mathbb{R}^0^+$ is the cost. Preconditions are defined as $\text{pre}_p(a) \cup \text{pre}_n(a)$, with propositional and numeric conditions, respectively. Effects are a triplet $\text{eff}(a) = (\text{add}(a), \text{del}(a), \text{num}(a))$, where $\text{add}(a), \text{del}(a) \subseteq F_p$ are added and deleted facts, and $\text{num}(a)$ is the set of numeric effects, i.e., an assignment of a numeric variable $v += k$ where $k \in Q$ is a constant quantity. We assume that each action has at most one numeric effect on each numeric variable. We say that an action $a$ is applicable in the state $s$ if $s \models \text{pre}_p(a) \cup \text{pre}_n(a)$. The result of applying action $a$ to state $s$ is denoted by $s[a] = (s'_p, s'_n)$, where $s'_p = (s_p \setminus \text{del}(a)) \cup \text{add}(a)$, and for each variable $v \in N$, $s'_n[v] = s_n[v] + k$ if $(v += k) \in \text{num}(a)$, and $s'_n[v] = s_n[v]$ otherwise.

The set of goal conditions $G = G_p \cup G_n$ denotes propositional and numeric conditions, respectively. We say that $s_s$ is a goal state if $s_s \models G$. The set of numeric conditions $F_n = \{\psi \in F_n \mid \psi \in G_n \lor \exists a \in A : \psi \in \text{pre}_n(a)\}$ is called active numeric facts, that is, the set of all numeric conditions that are either goal conditions and preconditions for some action. Note that $F_n$ is finite since the number of the goal conditions and the preconditions of the actions is finite.

An $s$-plan is an action sequence $\pi$ that can be applied successively to state $s$ and results in a goal state $s_s \models G$. The cost of an $s$-plan $\pi$ is the sum of all its action costs and an optimal $s$-plan has the minimal cost among all possible $s$-plans. The optimal cost of an $s$-plan is denoted by $h^*(s)$. Therefore, a plan for planning task $\Pi$ is an $s_I$-plan and the minimum cost of $\Pi$ is $h^*(s_I)$.

A disjunctive fact landmark $L_F \subseteq F_p \cup F_n$ is a set of facts such that in the execution of any plan $\pi$, there is a state $s$ such that $s \models \psi$ for some $\psi \in L_F$. A disjunctive action landmark $L \subseteq A$ is a set of actions such that $L \cap \pi \neq \emptyset$, for every plan $\pi$ for $\Pi$.

If $\Pi_{RT}$ does not have any numeric state variables ($N = 0$), we have a classical (STRIPS) planning task $\Pi$. A numeric variable $v \in N$ is called a resource variable if it has non-negative domain $[0, R_v]$, where $R_v \in \mathbb{Q}^0^+$ is the maximum capacity, and it is only affected by actions $a \in A$ with effects of the type $v += k^a_v \in \mathbb{Q}$. If all the numeric variables are resources and $k^a_v \in \mathbb{Q}^0^-$ for all $a \in A, v \in N$, we have a resource-constrained planning task (RCP) (Nahost, Hoffmann, & Mühler, 2012), while if there exists at least one action with $k^a_v \in \mathbb{Q}^+$, we have a planning task with resources (RP) (Wilhelm, Steinmetz, & Hoffmann, 2018). $\Pi_{RT}$ generalizes RP by allowing numeric variables to have domain $\mathbb{Q}$ and numeric conditions of the form: $\psi : v \geq w^*_0$, with $w^*_0 \in \mathbb{Q}$. 
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2.1 Planning with Simple Conditions

Scala et al. (2016a) introduce numeric planning with simple conditions (SC), an extension of RT where numeric preconditions can be written as $\psi : \sum_{v \in N} v \cdot w_v^\psi \geq w_0^\psi$, with $w_v^\psi, w_0^\psi \in \mathbb{Q}$. Tasks with only SC are called SC tasks (SCT). They can be reduced to RT by introducing a new numeric variable for each SC and modifying numeric effects so that they change the variable by the net effects on the SC.

Given an SCT $\Pi_{\text{num}}^\text{SCT} = (F_p, N, A, s_I, G)$, a transformed task $\Pi^\text{RT}$ is defined as the 5-tuple $(F_p, N^\text{RT}, A^\text{RT}, s_I^\text{RT}, G^\text{RT})$. For every numeric expression mentioned in every numeric condition $\psi \in F_n$, we add an additional numeric variable $v^\psi \in N^\text{RT}$, with $s_I[v^\psi] = \sum_{v \in N} w_v^\psi s_I[v]$. Each numeric condition is replaced by $v^\psi \geq w_0^\psi$ and, for every action $a \in A$, a numeric effect on every variable $v^\psi$ must be added, with the form $v^\psi += \sum_{v \in N} w_v^\psi a^\psi_k$, where $v += a^\psi_k \in \mathbb{Q}$ are the original numeric effects of the action. This translation is polynomial in the number of active numeric conditions of the planning task.

2.2 Delete-Free RT and Delete-Relaxed RT

In his seminal work on numeric planning, Hoffmann (2003a) defines a delete-free (or monotonic) RT as follows: for each action $a \in A$ it holds that $\text{del}(a) = \emptyset$ and all numeric effects are of the form $(v += k_a^\psi) \in \text{num}(a)$ with $k_a^\psi > 0$. The support function $\text{supp} : F_p \cup F_n \rightarrow 2^A$ for such tasks is defined to be $\text{supp}(\psi) = \{a \in A \mid \psi \in \text{add}(a)\}$ if $\psi \in F_p$ and $\text{supp}(v \geq w_0) = \{a \in A \mid v += k_a^\psi \in \text{num}(a)\}$ if $v \geq w_0 \in F_n$.

An RT can be relaxed to a delete-free RT by setting $\text{del}(a) = \emptyset$ for each action $a$ and removing numeric effects of the form $(v += k)$ with $k < 0$. We call the resulting delete-free task the delete-relaxed RT. The optimal cost of the delete-relaxed RT is denoted by $h^+$.

3. The Complexity of Delete-Free Numeric Planning

We start with an important complexity result for delete-free numeric planning. It is well-known that classical planning with actions having empty delete lists is NP-complete. Here we obtain the same result for delete-free RT. The lower bound, NP-hardness, follows from the fact that any classical STRIPS problem is also an RT problem with no numeric effects. However, obtaining the upper bound result is somewhat less trivial, as shown by the following example, there can be plans with exponentially many actions.

**Example 1.** Let $\Pi = (F_p, N, A, s_I, G)$ be an RT with $F_p = \emptyset$ and $N = \{v\}$. Let $s_I = \{v = 0\}$, $G = \{v \geq 2^k\}$, and $A = \{a\}$, where $a = (\emptyset, \{(v += 1\}, 1)$. The optimal plan of $\Pi$ consists of applying action $a$ $2^k$ times to $s_I$.

In contrast to classical delete-free planning where each optimal plan is bounded by the number of actions in the task (i.e., each action is applied at most once along an optimal plan), in the example above the unique optimal plan consists of $2^k$ actions, and therefore cannot be checked in polynomial-time in a direct fashion. Thus, to prove membership in NP, we need to employ a different way to check the plan. To this end, we employ the following two observations:

1. if action $a$ was applied at some point $t$ along a plan, it can be applied at any point $t' > t$ afterwards,
2. let \( v += k_v^a \) be an effect of action \( a \), then if we apply action \( a \) consecutively \( m_a \) times the resulting effect on variable \( v \) is \( v += m_a \cdot k_v^a \).

We use these observations to construct a non-deterministic Turing machine (NTM) to solve the following decision problem.

**NAME.** Bounded-Plan Length problem (BPL)

**INSTANCE.** An \( \Pi \) and a number \( K \).

**QUESTION.** Is there a plan \( \pi \) for \( \Pi \) such that \( \text{cost}(\pi) \leq K \)?

At each decision point the NTM should “guess” the tuple \( (a, m_a) \), where \( a \in \mathcal{A} \) is the action that should be applied next, and \( m_a \) is the number of times that \( a \) should be applied. We denote the application of \( m_a \) actions \( a \) to a state \( s \) as \( a^{m_a}[s] \). Then, the result of this application is \( a^{m_a}[s] = (s'_p, s'_n) \), where \( s'_p = (s_p \setminus \text{del}(a)) \cup \text{add}(a) = s_p \cup \text{add}(a) \), and \( s'_n[v] = s_n[v] + m_a \cdot k_v^a \) if \( (v += k_v^a) \in \text{num}(a) \), and \( s'_n[v] = s_n[v] \) otherwise, for each \( v \in \mathcal{V} \).

Note that the complexity of this application is linear in \( \mathcal{F}_p \) and logarithmic in \( m_a \). The machine terminates, returning \( \text{ACCEPT} \), if a state \( s \) is a goal state and, for a decision path \( \pi \) (a compact representation of a plan), the following holds:

\[
\sum_{(a, m_a) \in \pi} m_a \cdot \text{cost}(a) \leq K.
\]

Otherwise, the NTM returns \( \text{REJECT} \). Note, that we can restrict the NTM to choose an action \( a \) at most once and the upper bound on \( m_a \) is given by the input, i.e., for each action \( a \in \mathcal{A} \):

\[
m_a \leq \frac{w_0^{\text{max}}}{k^{\text{min}}} \quad \text{where} \quad w_0^{\text{max}} = \max\{w_0 \mid (v \geq w_0) \in \mathcal{F}_n\}
\]

and \( k^{\text{min}} = \min\{k_v^a \mid \exists a \in \mathcal{A} : (v += k_v^a) \in \text{num}(a)\} \).

The NTM requires at most \( (\log w_0^{\text{max}} - \log k^{\text{min}}) \cdot |\mathcal{A}| \) guesses, assuming that the \( m_a \)s are guessed bit by bit. Thus, we can conclude with the following proposition.

**Proposition 1.** The decision problem BPL for delete-free \( \Pi \)s is NP-complete.

The NP membership may also be obtained by first transforming the \( \Pi \) into an integer linear program (Piacentini et al., 2018a), and then applying the theorem from Papadimitriou (1981). Note, however, that the straightforward proof presented here provides a better intuition on the nature of the BPL problem.

4. \( h^{\text{max}} \) in Numeric Planning

This section presents and compares different \( h^{\text{max}} \) variants for \( \Pi \) in the literature, since \( h^{\text{max}} \) is one of the major components of the LM-cut heuristic. We also introduce a variant \( h^{\text{cri}}_{\text{cri}} \), which is a key component of the numeric variant of LM-cut heuristic described in the next section, even though we show that it is an inadmissible heuristic.
4.1 NP-completeness of $h^\text{max}$ with Numeric State Variables

We start with the following observation: while computing $h^\text{max}$ in classical planning can be done in polynomial time (Bonet & Geffner, 2001), the problem of calculating $h^\text{max}$ with numeric state variables is NP-hard even if we restrict the problem to rts. The proof of this observation follows. First, for a given state $s$ we define $h^\text{max}(s) = \hat{h}(s, G)$ to be a maximal fixed-point of the following recursive equations:

$$
\hat{h}(s, F) = \max_{\psi \in F} \hat{h}(s, \psi) \quad \text{for} \quad F \subseteq F_p \cup F_n, \\
\hat{h}(s, \psi) = \begin{cases} 
0 & \text{if } s \models \psi \\
\min_{a \in \supp(\psi)} \hat{h}(s, \text{pre}(a)) + \text{cost}(a) & \text{otherwise.}
\end{cases}
$$

Here, $\text{pre}(a)$ is $\text{pre}(a)$ if $\psi \in F_p$, or $\text{pre}(a) \cup \{v \geq w - k_v a \}$ if $\psi : v \geq w \in F_n$. The fixed-point can be computed in a finite number of time steps (Scala et al., 2016a).

**Proposition 2.** Given an rt and a state $s$, the problem of computing $h^\text{max}(s)$ is NP-hard.

**Proof.** We show this result by reduction from the minimization version of the unbounded knapsack problem (mUKP), which is proved to be NP-hard (Zukerman, Jia, Neame, & Woeginger, 2001). Let $[n] := \{1, \ldots, n\}$ be a set of $n$ elements, each element $i \in [n]$ has a value $w_i$ and cost $c_i$, all positive rational (real) numbers. Let $w_0$ be a rational number. Then, the mUKP problem is given by the following optimization problem:

$$
\min \sum_{i=1}^{n} c_i x_i 
$$

s.t. $\sum_{i=1}^{n} w_i x_i \geq w_0$

$$
x_i \in \mathbb{N}_0, i \in [n].
$$

We assume $w_0$ is positive, as $x_i = 0$ for all $i \in [n]$ is a trivial solution for $w_0 \leq 0$. Consider $C^*(w_0)$ to be the optimal cost for an mUKP with constraint $\sum_{i=1}^{n} w_i x_i \geq w_0$. Then, the following recursive formula holds:

$$
C^*(w_0) = \min_{i \in [n]} C^*(w_0 - w_i) + c_i.
$$

Given an instance of the mUKP, we can build an rt with no propositional variables and with one numeric variable $v$. For every element $i$ we have an action $a_i$ such that $\text{pre}(a_i) = \emptyset$, $\text{num}(a_i) = \{v + = w_i\}$, and $\text{cost}(a_i) = c_i$. We set $s[v] = 0$ and $G$ contains one condition $v \geq w_0$. This rt instance is constructed in $O(n)$ time. We show that the solution of the mUKP is equivalent to the solution of $h^\text{max}$. By definition,

$$
h^\text{max}(s) = \hat{h}(s, G) = \hat{h}(s, \{v \geq w_0\}) = \hat{h}(s, v \geq w_0).
$$

Because no actions have preconditions, we get that

$$
\hat{h}(s, v \geq w_0) = \begin{cases} 
0 & \text{if } w_0 \leq 0 \\
\min_{a_i \in \supp(v \geq w_0)} \hat{h}(s, \{v \geq w_0 - w_i\}) + \text{cost}(a_i) & \text{otherwise.}
\end{cases}
$$
Since \( \text{num}(a_i) = \{v += w_i\} \) for each action \( a_i \), \( \text{supp}(v \geq w_0) = \{a_i \mid i \in [n]\} \), and
\[
\hat{h}(s, v \geq w_0) = \min_{i \in [n]} \hat{h}(s, v \geq w_0 - w_i) + c_i
\]
for \( w_0 > 0 \). Thus, \( h^{\text{max}}(s) = \hat{h}(s, v \geq w_0) \) is equivalent to \( C^*(w_0) \).

4.2 Relaxations of \( h^{\text{max}} \)

The \( h^{\text{max}} \) heuristic can be interpreted using both interval (Aldinger & Nebel, 2017) and subgoaling relaxations (Scala et al., 2016a), but because of its intractability, a further relaxation is needed. Scala et al. (2016a) modified \( h^{\text{max}} \) by introducing a function \( m_a(s, \psi) \) that, intuitively, accounts for the number of times action \( a \) can be applied in the state \( s \) to reach a fact \( \psi \).

**Definition 1.** Given a delete-free \( rt \), a state \( s \), a fact \( \psi \in F \), and action \( a \), We define an action multiplier \( m_a \) as
\[
m_a(s, \psi) = \begin{cases} 
0, & \text{if } s \models \psi, \\
\frac{w - s[v]}{k^a}, & \text{if } a \in \text{supp}(\psi) \land \psi : v \geq w \in F_n, \\
1, & \text{if } a \in \text{supp}(\psi) \land \psi \in F_p, \\
\infty, & \text{otherwise}
\end{cases}
\]
where \( k^a \in \mathbb{Q} \) is the numeric effect of action \( a \) on variable \( v \), i.e., \( v += k^a \in \text{eff}(a) \).

This definition allows us to restrict our facts to the set of active numeric facts, \( \bar{F}_n \). Note that in contrast to \( F_n \), \( \bar{F}_n \) is a finite set. Using this action multiplier, Scala et al. (2016a) propose an additional level of relaxation, decoupling preconditions and numeric effects of actions, that assures the admissibility of their \( h^{\text{max}} \) variant, i.e., \( h^{\text{max}}_{\text{hbd}} \).

**Definition 2.** Given an \( rt \) and a state \( s \), the heuristic function \( h^{\text{max}}_{\text{hbd}}(s) := h^{\text{max}}_{\text{hbd}}(s, G) \) is defined as
\[
h^{\text{max}}_{\text{hbd}}(s, F) = \max_{\psi \in F} h^{\text{max}}_{\text{hbd}}(s, \psi),
\]
for any set of facts \( F \subseteq F_p \cup \bar{F}_n \), and
\[
h^{\text{max}}_{\text{hbd}}(s, \psi) = \begin{cases} 
0, & \text{if } s \models \psi, \\
\min_{a \in \text{supp}(\psi)} h^{\text{max}}_{\text{hbd}}(s, \text{pre}(a)) + \text{cost}(a), & \text{if } \psi \in F_p, \\
\min_{a \in \text{supp}(\psi)} h^{\text{max}}_{\text{hbd}}(s, \text{pre}(a)) + \min_{a \in \text{supp}(\psi)} m_a(s, \psi) \cdot \text{cost}(a), & \text{if } \psi \in \bar{F}_n
\end{cases}
\]
for any fact \( \psi \in F_p \cup \bar{F}_n \).

The fixed point of the above equations may not be unique, but one can be computed in polynomial time in the number of active numeric conditions and actions (Scala et al., 2016a). In the computation, first, the values are initialized as \( h^{\text{max}}_{\text{hbd}}(s, \psi) = \infty \) for each \( \psi \in F_p \cup \bar{F}_n \). If \( h^{\text{max}}_{\text{hbd}}(s) = \infty \) for a state \( s \), it is a dead-end, i.e., a goal state is not reachable

\[1\] Here, and in what follows, we assume that the first matching condition will be active.
from s. Note that compared to the heuristics proposed in this paper, \( h_{\text{hbd}}^{\text{max}} \) is applicable for more general numeric planning tasks than RT and SCT, where preconditions and goal conditions can be disjunctive (Scala et al., 2020).

Another relaxation of \( h_{\text{max}}^{\text{hbd}} \) is the repetition relaxation based max heuristic, \( h_{\text{irmax}}^{\text{max}} \), proposed by Aldinger and Nebel (2017). \( h_{\text{irmax}}^{\text{max}} \) relaxes the number of executions of actions to achieve numeric conditions. Although it is originally defined for more general numeric planning tasks, we show a simplified definition of \( h_{\text{irmax}}^{\text{max}} \) for RT here. To stay consistent with our previous notation we write \( h_{\text{max}}^{\text{ir}} \) instead of \( h_{\text{irmax}}^{\text{max}} \).

**Definition 3.** Given an RT and a state s, the heuristic function \( h_{\text{ir}}^{\text{max}}(s) := h_{\text{ir}}^{\text{max}}(s, G) \) is defined as

\[
h_{\text{ir}}^{\text{max}}(s, F) = \max_{\psi \in F} h_{\text{ir}}^{\text{max}}(s, \psi)
\]

for any set of facts \( F \subseteq F_p \cup F_n \), and

\[
h_{\text{ir}}^{\text{max}}(s, \psi) = \begin{cases} 
0 & \text{if } s \models \psi, \\
\min_{a \in \text{supp}(\psi)} h_{\text{ir}}^{\text{max}}(s, \text{pre}(a)) + \text{cost}(a) & \text{otherwise}
\end{cases}
\]

for a fact \( \psi \in F_p \cup F_n \).

Lastly, we define a variant of \( h_{\text{max}}^{\text{max}} \) that we denote by \( h_{\text{cri}}^{\text{max}} \). The notation “cri” is chosen since this version of \( h_{\text{max}}^{\text{max}} \) admits the critical path value in our version of the justification graph, which is explained below. This heuristic is defined specifically for the numeric LM-cut heuristic, which we present in the next section.

**Definition 4.** Given an RT and a state s, the heuristic function \( h_{\text{cri}}^{\text{max}}(s) := h_{\text{cri}}^{\text{max}}(s, G) \) is defined as

\[
h_{\text{cri}}^{\text{max}}(s, F) = \max_{\psi \in F} h_{\text{cri}}^{\text{max}}(s, \psi)
\]

for any set of facts \( F \subseteq F_p \cup F_n \), and

\[
h_{\text{cri}}^{\text{max}}(s, \psi) = \begin{cases} 
0 & \text{if } s \models \psi, \\
\min_{a \in \text{supp}(\psi)} h_{\text{cri}}^{\text{max}}(s, \text{pre}(a)) + m(a, s, \psi) \cdot \text{cost}(a) & \text{otherwise}
\end{cases}
\]

for a fact \( \psi \in F_p \cup F_n \).

This heuristic can be interpreted as a combination of \( h_{\text{hbd}}^{\text{max}} \) and \( h_{\text{add}}^{\text{hbd}} \), an inadmissible heuristic proposed by Scala et al. (2016a); \( h_{\text{cri}}^{\text{max}} \) uses the same formula as \( h_{\text{hbd}}^{\text{max}} \) for a set of facts and the same formula as \( h_{\text{add}}^{\text{hbd}} \) for a single fact. Also, it is important to note that for any state s in a given RT, \( h_{\text{hbd}}^{\text{max}}(s, \psi') \leq h_{\text{cri}}^{\text{max}}(s, \psi') \) because \( h_{\text{hbd}}^{\text{max}} \) decouples preconditions and effects of actions that have numeric facts, while \( h_{\text{cri}}^{\text{max}} \) does not.

Even though these heuristic definitions (i.e., \( h_{\text{hbd}}^{\text{max}} \), \( h_{\text{ir}}^{\text{max}} \), and \( h_{\text{cri}}^{\text{max}} \)) address all subsets of \( F_p \cup F_n \), in practice, we only need to compute the fixed point of \( h_{x}^{\text{max}} \), where \( x \) can be hbd, ir, or cri, for the facts in the finite set \( F_p \cup F_n \). We can therefore compute all three heuristics in polynomial time in the sizes of the sets of facts, active numeric conditions, and actions of RT.

In what follows we show that \( h_{\text{cri}}^{\text{max}} \) is in fact an inadmissible heuristic with Example 2. This is quite interesting considering the similarities of \( h_{\text{cri}}^{\text{max}} \) to \( h_{\text{ir}}^{\text{max}} \) and \( h_{\text{hbd}}^{\text{max}} \), which are known to be admissible (Scala et al., 2016a; Aldinger & Nebel, 2017).
Example 2. Let $\langle F_p, N, A, s_I, G \rangle$ be an RT with $F_p = \emptyset$ and $N = \{v\}$. Let $s_I = \{v = 0\}$, $G = \{v \geq 6\}$, and $A = \{a_1, a_2\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v += 1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 2$</td>
<td>$v += 2$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

We show the $h_{max}$-values of facts for all three heuristics in Table 1.

<table>
<thead>
<tr>
<th>$a$</th>
<th>$\psi$</th>
<th>$m_a(s_I, \psi)$</th>
<th>$\psi$</th>
<th>$h_{max}^\text{hbd}(s_I, \psi)$</th>
<th>$h_{max}^\text{ir}(s_I, \psi)$</th>
<th>$h_{max}^\text{cri}(s_I, \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$v \geq 2$</td>
<td>$2$</td>
<td>$v \geq 2$</td>
<td>$1$</td>
<td>$1$</td>
<td>$2$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$v \geq 6$</td>
<td>$6$</td>
<td>$v \geq 6$</td>
<td>$3$</td>
<td>$1$</td>
<td>$5$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 2$</td>
<td>$1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 6$</td>
<td>$3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The action multipliers for each action and the $h_{max}$-values for each $\psi$.

It is easy to check that an optimal plan for this task is $\pi = \langle a_1, a_1, a_2, a_2 \rangle$ with cost $h^*(s_I) = 4$. We also have that $h_{cri}^\text{max}(s_I, v \geq 2) = 2$ and $h_{cri}^\text{max}(s_I, v \geq 6) = 5$, which results in an inadmissible heuristic:

$$h_{cri}^\text{max}(s_I) = 5 > h^*(s_I) = 4.$$  

The derivation of the heuristic values in the previous example are most easily seen using the concept of a justification graph (JG). As the JG is also key to obtain LM-cut estimates, we delay this presentation to the next section.²

5. LM-Cut in RT Planning

We now introduce the LM-cut heuristic for RT planning problems. We start by describing the well-known classical version and show how to extend it to its numeric counterpart. We then present several variants of LM-cut heuristics that arise from different choices for the $h_{max}$ relaxation. We conclude this section with a theoretical comparison of these variants and show the dominance relationships among them.

5.1 LM-Cut in Classical Planning

Helmert and Domshlak (2009) introduce the LM-cut heuristic for classical planning and show that it produces excellent estimates of $h^+$ for many planning tasks. We now provide a complete description of the LM-cut heuristic in classical planning, which is fundamental for our extension to numeric tasks, as shown in Section 5.2.

The LM-cut heuristic is computed as a cut in a labelled weighted digraph called justification graph (JG). Given the large number of concepts associated with this heuristic, we first formally define labelled weighted digraphs, cuts, and JGs. We then introduce the goal zone and before-goal zone sets of vertices in a JG. Finally, using these definitions, we present the LM-cut heuristic in classical planning.

² Interested readers can see the JG representation of Example 2 in Appendix B, Example 11, Figure 16.
A labelled weighted digraph is formally defined by a triplet $\mathcal{G} = (N, E, W)$, where $N$ are the vertices of the graph, $E \subseteq N \times N \times A$ are labelled edges of the graph, where $A$ denotes the label set, and $W : E \rightarrow \mathbb{R}^{0+}$ is the weight function on edges. Function $\text{lbl} : E \rightarrow A$ is defined as $(n, n', a) \mapsto a$, that is, a function that returns the label of a given edge. For a set of edges $E' \subseteq E$, we define $\text{lbl}(E') = \{\text{lbl}(e) \mid e \in E'\}$ (i.e., the set of labels associated with edges in $E'$). An interleaved sequence of vertices and labels $(n_0, a_0, n_1, \ldots, a_m, n_{m+1})$ (that can be viewed as a sequence of edges) is called a path if for each $i \in [m] := \{1, \ldots, m\}$ it holds that $(n_i, n_{i+1}, a_i) \in E$. We denote such path by $\text{path}(n_0, n_{m+1})$ and say that $n_{m+1}$ is reachable from $n_0$ if such path exists. Given two disjoint sets of nodes $N_1, N_2 \subseteq N$, we define a directed cut to be $(N_1, N_2) = \{(n_0, n_{m+1}) \in E \mid n_0 \in N_1, n_2 \in N_2\}$. The weight of a path $\pi$ and a cut $L$ are denoted respectively as

$$W(\pi) = \sum_{e \in \pi} W(e) \quad \text{and} \quad W(L) = \min_{e \in L} W(e).$$

Lastly, for a vertex $n_0 \in N$, we define the set of edges incident to $n_0$ as $\text{in}(n_0) = \{(n, n_0, a) \in E \mid n \in N, a \in A\}$ and the in-border of $E' \subseteq E$ as $\partial^\text{in}(E') = \{n_0 \in N \mid \text{in}(n_0) \cap E' \neq \emptyset\}$.

**Example 3.** Let $\mathcal{G} = (N, E, W)$ be a labelled weighted digraph with $N = \{p, q, r, s\}$, and $E$ and $W$ given by

<table>
<thead>
<tr>
<th>e ∈ E</th>
<th>W(e)</th>
<th>lbl(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(p, q, a_1)$</td>
<td>1</td>
<td>$a_1$</td>
</tr>
<tr>
<td>$(p, r, a_2)$</td>
<td>2</td>
<td>$a_2$</td>
</tr>
<tr>
<td>$(q, s, a_3)$</td>
<td>2</td>
<td>$a_3$</td>
</tr>
<tr>
<td>$(r, s, a_4)$</td>
<td>1</td>
<td>$a_4$</td>
</tr>
</tbody>
</table>

Figure 2 depicts graph $\mathcal{G}$, where a cut $L = (\{p\}, \{q, r\})$ is represented by a vertical line. For this cut, $W(L) = 1$, $\text{lbl}(L) = \{a_1, a_2\}$, and $\partial^\text{in}(L) = \{q, r\}$.

![Figure 2: Example of a labelled weighted digraph.](image)

Helmert and Domshlak (2009) defined a JG to have a singleton goal set and all operators to have exactly one precondition, one add effect, and no delete effects. These conditions define a directed weighted graph $\mathcal{G}$ whose vertices correspond to the facts of the planning task and labelled weighted edges correspond to actions. The weight of the shortest path from a vertex representing some fact in $s$ to another fact $\psi$ corresponds to the $h^{\text{max}}(s, \psi)$ value, hence the graph is said to justify $h^{\text{max}}$. To meet the requirement of having one
precondition in a JG, one of the preconditions is chosen for an action while justifying \( h^{\text{max}} \) values. Intuitively speaking, the precondition choice function defined by Bonet and Helmert (2010) maps each action to one of its preconditions, which is done via maximizing \( h^{\text{max}} \). Definition 5 formally defines the function that chooses the precondition of each action and Definition 6 formalizes JG for classical planning.

**Definition 5.** Given a classical planning task and a state \( s \), a **precondition choice function** \( pcf : S \times A \rightarrow \mathcal{F}_p \) is the function that satisfies the condition

\[
pcf(s,a) \in \text{argmax}_{\psi \in \text{pre}(a)} h^{\text{max}}(s,\psi).
\]

**Definition 6.** Given a classical planning task and a state \( s \), the **justification graph** is the labelled weighted digraph \( G = \langle N, E, W \rangle \) with

1. a set of vertices \( N = \{ n_{\psi} \mid \psi \in \mathcal{F}_p \cup \{ \emptyset \} \} \);

2. a set of labelled edges \( E = \hat{E} \cup \{(n_{\psi}, n_{\psi'}, a) \mid a \in \text{supp}(\psi'), \psi = pcf(s,a)\} \); where we include the following zero-cost edges \( \hat{E} = \{(n_{\emptyset}, n_{\psi}, a_0) \mid s \models \psi \} \) with a dummy action \( a_0 \) (i.e., \( \text{pre}(a_0) = \text{eff}(a_0) = \emptyset \) and \( \text{cost}(a_0) = 0 \));

3. and a weight function \( W : E \rightarrow \mathbb{R}_0^+ \), \( (n_{\psi}, n_{\psi'}, a) \rightarrow \text{cost}(a) \).

Given a JG as presented in Definition 6, we now introduce the two zones (i.e., sets of nodes) needed to define a cut over the JG.

**Definition 7.** Given a classical planning task, a state \( s \), and the JG \( G = \langle N, E, W \rangle \), the **goal fact** \( g \) is defined as the most costly fact in \( G \) with respect to \( h^{\text{max}} \) and state \( s \), that is,

\[
g \in \text{argmax}_{g' \in G} h^{\text{max}}(s,g').
\]

The **goal zone** of the graph \( G \) is the set of vertices that can reach \( g \) at zero cost and is defined as:

\[
N^g = \{ n_{\psi} \in N \mid \exists \text{path}(n_{\psi}, n_g) : W(\text{path}(n_{\psi}, n_g)) = 0 \}.
\]

The **before-goal zone** is a set of vertices that can be reached from the vertex \( n_{\emptyset} \) without passing through \( N^g \):

\[
N^0 = \{ n_{\psi} \in N \mid \exists \text{path}(n_{\emptyset}, n_{\psi}) : \text{path}(n_{\emptyset}, n_{\psi}) \cap N^g = \emptyset \}.
\]

Lastly, the **beyond-goal zone** is \( N^b = (N \setminus N^g) \setminus N^0 \).

Definition 8 presents the LM-cut heuristic for classical planning. The heuristic iteratively creates a JG for the task, finds a cut, and adds its cost to the heuristic value. The procedure then updates the cost of the actions present in the cut and re-builds the JG for the updated task. The procedure continues until no more positive cost actions can be added.

**Definition 8.** Given a classical planning task \( \Pi = \langle \mathcal{F}_p, \emptyset, A, s_I, G \rangle \) and a state \( s \), the heuristic value of the LM-cut heuristic, \( h^{\text{LM-cut}}(s) \), is computed by the following procedure.
1. Let $h^{\text{LM-cut}}(s) = 0$.

2. Initialize $h^\text{max}(s, \psi) = \infty$ and compute a fixed-point of $h^\text{max}(s, \psi)$ for each $\psi \in \mathcal{F}_p$ in $\Pi$. Let $g$ be the goal fact in Definition 7, i.e., $g \in \text{argmax}_{g' \in G} h^\text{max}(s, g')$. If $h^\text{max}(s, g) = 0$ return $h^{\text{LM-cut}}(s)$. Otherwise, if $h^\text{max}(s, g) = \infty$ return $\infty$.

3. Construct the JG for $\Pi$ and $s$ as in Definition 6.

4. Let $L = (N^0, N^g)$ be a cut in the JG where $N^0$ is the before-goal zone and $N^g$ is the goal zone in Definition 7. Increase $h^{\text{LM-cut}}(s)$ by $W(L)$.

5. Let $\mathcal{A}^c = \{(\text{pre}(a), \text{eff}(a), \text{cost}^c(a)) \mid a \in \mathcal{A}\}$ where

$$\text{cost}^c(a) = \begin{cases} \text{cost}(a) - W(L), & \text{if } a \in \text{lbl}(L), \\ \text{cost}(a), & \text{if } a \notin \text{lbl}(L). \end{cases}$$

Update $\Pi$ to be $(\mathcal{F}_p, \emptyset, \mathcal{A}^c, s_I, G)$ and go back to Step 2.

Example 4 illustrates all the steps of the LM-cut heuristic for a small classical planning task.

Example 4. Let $\Pi = (\mathcal{F}_p, \emptyset, \mathcal{A}, s_I, G)$ be a classical planning task with $\mathcal{F}_p = \{p, q, r, g_1, g_2\}$, $s_I = \emptyset$, $G = \{g_1, g_2\}$, and $\mathcal{A} = \{a_1, a_2, a_3, a_4, a_5, a_6\}$, where

<table>
<thead>
<tr>
<th>actions</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$p$</td>
<td>2</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$p, q$</td>
<td>3</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\emptyset$</td>
<td>$r$</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$p$</td>
<td>$g_1$</td>
<td>0</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$p, q$</td>
<td>$g_2$</td>
<td>0</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$r$</td>
<td>$g_2$</td>
<td>0</td>
</tr>
</tbody>
</table>

We show $h^\text{max}$-values of facts, action costs, and the cut in each iteration in Table 2 and the JGs in Figure 3, where nodes from which the goal proposition is not reachable are ignored. The cuts extracted in the first two iterations, $L_1$ and $L_2$, are visually represented by vertical lines in the figure. In the first JG, since $g_1$ is reachable from $p$ with a zero-cost path $\langle a_4 \rangle$, the goal zone is $\{n_p, n_{g_1}\}$. In the second JG, similarly, since $g_2$ is reachable from $q$ or $r$ with a zero-cost path $\langle a_5 \rangle$ or $\langle a_6 \rangle$, the goal zone is $\{n_q, n_r, n_{g_2}\}$. Note that

$$W(L_1) = \min\{\text{cost}(a_1), \text{cost}(a_2)\} = \text{cost}(a_1) = 2$$

and

$$W_1(L_2) = \min\{\text{cost}^1(a_2), \text{cost}^1(a_3)\} = 1$$

where $\text{cost}^1$ is the updated cost function after the first iteration. We have

$$h^\text{max}(s_I) = h^\text{max}(s_I, g_1) = 2 < h^{\text{LM-cut}}(s_I) = W_1(L_1) + W_1(L_2) = 3.$$  

As shown in this example, $h^{\text{LM-cut}}$ takes multiple goal propositions into consideration although $h^\text{max}$ considers only one goal proposition. This results in the higher $h$-value of $h^{\text{LM-cut}}$ than $h^\text{max}$. In fact, $h^{\text{LM-cut}}$ is proved to dominate $h^\text{max}$ in classical planning (Helmert & Domshlak, 2009).
\( h^{\text{max}}(s_I, \psi) \) | \( p \) | \( q \) | \( r \) | \( g_1 \) | \( g_2 \) | \( \text{cost}(a) \) | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( a_5 \) | \( a_6 \)  
\hline 1 | 2 | 3 | 1 | 2 | 1 | 1 | 2 | 3 | 1 | 0 | 0 | 0  
2 | 0 | 1 | 1 | 0 | 1 | 2 | 0 | 1 | 1 | 0 | 0 | 0  
3 | 0 | 0 | 0 | 0 | 0 | 3 | 0 | 0 | 0 | 0 | 0 | 0  

\( \text{pcf}(s_I, a) \) | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( a_5 \) | \( a_6 \)  
\hline 1 | \( \emptyset \) | \( \emptyset \) | \( \emptyset \) | \( p \) | \( q \) | \( r \)  
2 | \( \emptyset \) | \( \emptyset \) | \( \emptyset \) | \( q \) | \( q \) | \( r \)  

\( N^0 \) | \( N^9 \) | \( \text{lbl} \) | \( \text{W} \)  
\hline 1 | \( n_0 \) | \( n_{g_1}, n_p \) | \( a_1, a_2 \) | \( 2 \)  
2 | \( n_0 \) | \( n_q, n_r, n_{g_2} \) | \( a_2, a_3 \) | \( 1 \)  

Table 2: \( h^{\text{max}}(s_I, \psi) \), \( \text{pcf}(s_I, a) \), \( \text{cost}(a) \), and the cut in each iteration.

(a) The first cut.  
(b) The second cut.

Figure 3: JGs for a classical planning task in Example 4. The functions \( W \) and \( W_1 \) denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

The admissibility of the LM-cut heuristic is ensured by the concept of cost-partitioning. In their works, Katz and Domshlak (2008) and Yang et al. (2008) independently proposed an approach to additively combine individual admissible heuristic estimates.

**Definition 9.** Given a planning task \( \Pi \), a **cost partition** is a family of planning tasks \( \{\Pi_i\}_{i=1}^{n} \) where each task differs from \( \Pi \) only by its cost function \( \text{cost}_i \) and it holds that \( \forall a \in A: \sum_{i=1}^{n} \text{cost}_i(a) \leq \text{cost}(a) \).

The following proposition is a simplified version of the claim proposed by Katz and Domshlak (2008).

**Proposition 3.** Given a planning task \( \Pi \), cost partition \( \{\Pi_i\}_{i=1}^{n} \), and an admissible heuristic function \( h_i \) for each \( \Pi_i \), the heuristic function \( h(s) = \sum_{i=1}^{n} h_i(s) \) is admissible.

**Proof.** Consider the case \( n = 2 \). For any state \( s \), let \( \pi \) be an optimal \( s \)-plan with the cost \( h^*(s) \) for \( \Pi \). Since \( \Pi_1 \) and \( \Pi_2 \) are the same as \( \Pi \) except for the cost functions, \( \pi \) is also a valid \( s \)-plan for both \( \Pi_1 \) and \( \Pi_2 \). Let the cost of \( \pi \) in \( \Pi_1 \) and \( \Pi_2 \) be \( h'_1(s) \) and \( h'_2(s) \), respectively. Since \( \forall a \in A: \text{cost}_1(a) + \text{cost}_2(a) \leq \text{cost}(a) \), it holds that \( h'_1(s) + h'_2(s) \leq h^*(s) \). Let \( h^*_1(s) \) and \( h^*_2(s) \) be the optimal solution costs for \( \Pi_1 \) and \( \Pi_2 \). As \( h_1 \) and \( h_2 \) are admissible in \( \Pi_1 \) and \( \Pi_2 \), \( h_1(s) \leq h^*_1(s) \leq h'_1(s) \) and \( h_2(s) \leq h^*_2(s) \leq h'_2(s) \). Thus, \( h_1(s) + h_2(s) \leq h'_1(s) + h'_2(s) \leq h^*(s) \), so \( h_1(s) + h_2(s) \) is admissible in \( \Pi \).
Similarly to classical LM-cut, we need an ability of numeric LM-cut using the cost-partitioning in the same way. Properly define numeric LM-cut. Section 4 has introduced three tractable variants of JG constituting a cost partition, and \( W_n \) for each action \( a \). Helmert and Domshlak (Helmert & Domshlak, 2009) showed that \( \{ \Pi_i \}_{i=1}^n \) constitutes a cost partition, and \( W_{i-1}(L_i) \) is admissible for \( \Pi_i \). We will prove the admissibility of numeric LM-cut using the cost-partitioning in the same way.

5.2 Numeric LM-Cut

Similarly to classical LM-cut, we need an \( h_{\text{max}} \) heuristic and JGs based on the heuristic to properly define numeric LM-cut. Section 4 has introduced three tractable variants of \( h_{\text{max}} \) for numeric planning. Therefore, following the scheme of Helmert and Domshlak (2009), we now present a construction procedure for the JG in numeric planning. Since there are three \( h_{\text{max}} \) alternatives, \( h_{\text{cri}}^{\max} \), \( h_{\text{ir}}^{\max} \), and \( h_{\text{hbd}}^{\max} \), there can be multiple LM-cut heuristics. We first present the definition of the numeric LM-cut heuristic family; it is parameterized and different combinations of these parameters result in different LM-cut heuristics. The main difference between the numeric JG and its classic counterpart is that the cost of an edge \( (n_\psi, n_{\psi'}, a) \) is given by \( W_a(s, a, \psi') \cdot \text{cost}(a) \) instead of \( \text{cost}(a) \), where \( W_a \) is an action weight function, as described in Definition 10.

**Definition 10.** Given an RT and a state \( s \), a precondition choice function \( \text{pcf} : S \times A \times F_p \cup \bar{F}_n \rightarrow F_p \cup \bar{F}_n \), and an action weight function \( W_a : S \times A \times F_p \cup \bar{F}_n \rightarrow \mathbb{R}^{0+} \), the justification graph is the labelled weighted digraph \( G = (N, E, W) \) with

1. a set of vertices \( N = \{ n_\psi \mid \psi \in F_p \cup \bar{F}_n \cup \{ \emptyset \} \} \);
2. a set of labelled edges \( E = \hat{E} \cup \{ (n_\psi, n_{\psi'}, a) \mid a \in \text{supp}(\psi'), \psi = \text{pcf}(s, a, \psi') \} \); where we include the following zero-cost edges \( \hat{E} = \{ (n_\emptyset, n_\psi, a_0) \mid s \models \psi \} \) with dummy action \( a_0 \) (i.e., \( \text{pre}(a_0) = \text{eff}(a_0) = \emptyset \) and \( \text{cost}(a_0) = 0 ) \);
3. and a weight function \( W : E \rightarrow \mathbb{R}^{0+} \), \( (n_\psi, n_{\psi'}, a) \mapsto W_a(s, a, \psi') \cdot \text{cost}(a) \).

**Definition 11.** Given an RT, a state \( s \), a precondition choice function \( \text{pcf} : S \times A \times F_p \cup \bar{F}_n \rightarrow F_p \cup \bar{F}_n \) and the JG \( G = (N, E, W) \) using \( \text{pcf} \), the goal fact \( g \) is defined as

\[ g = \text{pcf}(s, a_g, g') \]

where \( g' \) is a dummy proposition and \( a_g \) is a dummy action with \( \text{pre}(a_g) = G \), \( \text{add}(a_g) = \{ g' \} \), and \( \text{num}(a_g) = \emptyset \). The goal zone of the graph \( G \) is the set of vertices that can reach \( g \) at
zero cost and is defined as:

$$N^g = \{n_\psi \in N \mid \exists \text{ path}(n_\psi, n_g) : W(\text{path}(n_\psi, n_g)) = 0\}.$$  

The **before-goal zone** is a set of vertices that can be reached from the vertex $$n_\psi$$ without passing through $$N^g$$:

$$N^0 = \{n_\psi \in N \mid \exists \text{ path}(n_\psi, n_g) : \text{path}(n_\psi, n_g) \cap N^g = \emptyset\}.$$  

Lastly, the **beyond-goal zone** is $$N^b = (N \setminus N^g) \setminus N^0$$.

We now present the definition of the numeric LM-cut heuristic family. One of the key differences with classic LM-cut is that numeric LM-cut considers the action weight function $$W_a$$ to update the cost of an action $$a$$. This change is needed because the corresponding JG includes $$W_a$$ in the edge costs.

**Definition 12.** Given an RT $$\Pi^{RT} = (F_p, N, A, s_I, G)$$, a state $$s$$, a precondition choice function $$pcf : S \times A \times F_p \cup \bar{F}_n \rightarrow F_p \cup \bar{F}_n$$, and an action weight function $$W_a : S \times A \times F_p \cup \bar{F}_n \rightarrow \mathbb{R}^+$$, the heuristic value of the numeric LM-cut heuristic, $$h^{LM-cut}(s)$$, is computed by the following procedure.

1. Let $$h^{LM-cut}(s) = 0$$.

2. Construct a JG using $$\Pi^{RT}$$, $$pcf$$, and $$W_a$$ as described in Definition 10. Let $$g$$ be the goal fact in Definition 11. If $$n_g$$ is unreachable from $$n_\psi$$ in the JG, return $$\infty$$. If $$W(\text{path}(n_\psi, n_g)) = 0$$, return $$h^{LM-cut}(s)$$.

3. Let $$L = (N^0, N^g)$$ be a cut in the JG where $$N^0$$ is the before-goal zone and $$N^g$$ is the goal zone in Definition 11. Increase $$h^{LM-cut}(s)$$ by $$W(L)$$.

4. Let $$A^c = \{(\text{pre}(a), \text{eff}(a), \text{cost}(a)) \mid a \in A\}$$ where

$$\text{cost}(a) = \begin{cases} W(L) \left(\frac{\text{cost}(a) - \min_{(n_\psi, n_\psi', a) \in L} W_a(s, a, \psi')}{W_a(s, a, \psi')}\right) & \text{if } a \in \text{lbl}(L) \\ \text{cost}(a) & \text{if } a \notin \text{lbl}(L).\end{cases}$$

Update $$\Pi^{RT}$$ to be $$(F_p, N, A^c, s_I, G)$$ and go to Step 2.

We note that, as opposed to Definition 8, $$h^{max}$$ does not appear in Definition 12 and its role is incorporated in $$pcf$$ and $$W_a$$. In classical LM-cut, $$pcf(s, a) \in \arg\max_{\psi \in \text{pre}(a)} h^{max}(s, \psi)$$ and $$W_a(s, a, n_\psi) = 1$$, which results in $$W(\text{path}(n_\psi, n_g)) = h^{max}(s, \psi)$$. Therefore, $$h^{max}(s, g)$$ is used in Step 2 of Definition 8. In our numeric LM-cut, $$pcf$$ and $$W_a$$ are not necessarily determined by a single $$h^{max}$$ variant. As a result, Step 2 of Definition 12 considers $$W(\text{path}(n, n_g))$$ instead of $$h^{max}(s, g)$$. In addition, the weight of the cut $$W(L)$$ is divided by $$\min_{(n_\psi, n_\psi', a) \in L} W_a(s, a, \psi')$$ in Step 4.

Now, we define different LM-cut heuristics by specifying the parameters. Except for $$h^{LM-cut}_{ir,m}$$, they are defined based on $$h^{max}_{cri}$$, $$h^{max}_r$$, and $$h^{max}_{hbd}$$.
Definition 13. Heuristic $h_{\text{cri}}^{\text{LM-cut}}$ is a numeric LM-cut heuristic using a precondition choice function such that

$$\text{pcf}(s, a, \psi') \in \arg\max_{\psi \in \text{pre}(a)} h_{\text{cri}}^{\max}(s, \psi)$$

and an action weight function

$$W_a(s, a, \psi') = m_a(s, \psi').$$

For $h_{\text{cri}}^{\text{LM-cut}}$, without compromising the admissibility, which is proven later, we restrict the set of vertices $N$ of a JG such that for each $n_{\psi} \in N$ it holds that there are facts $\psi' \in s$ and $\psi'' \in G$ such that there exist a path$(n_{\psi'}, n_{\psi})$ and a path$(n_{\psi}, n_{\psi''})$. Note that both checks are polynomial, and assure that $h_{\text{cri}}^{\max}(s, \psi) < \infty$. Otherwise, the facts are irrelevant for the solution of the task. The computation of $h_{\text{cri}}^{\max}$-values and the construction of the JG, which are performed simultaneously in practice, are at most quadratic in the size of the RT problem.

Definition 14. Heuristic $h_{\text{ir}}^{\text{LM-cut}}$ is a numeric LM-cut heuristic using a precondition choice function such that

$$\text{pcf}(s, a, \psi') \in \arg\max_{\psi \in \text{pre}(a)} h_{\text{ir}}^{\max}(s, \psi)$$

and an action weight function

$$W_a(s, a, \psi') = 1.$$

Definition 15. Heuristic $h_{\text{hbd}}^{\text{LM-cut}}$ is a numeric LM-cut heuristic using a precondition choice function such that

$$\text{pcf}(s, a, \psi') \in \arg\max_{\psi \in \text{pre}(\hat{a})} h_{\text{hbd}}^{\max}(s, \psi)$$

where $\hat{a} = a$ if $\psi' \in F_p$ and

$$\hat{a} \in \text{argmin}_{a' \in \text{supp}(\psi')} h_{\text{hbd}}^{\max}(s, \text{pre}(a')).$$

if $\psi' \in F_n$ and an action weight function

$$W_a(s, a, \psi') = m_a(s, \psi').$$

The previous two definitions introduce the numeric LM-cut heuristics based on $h_{\text{cri}}^{\max}$ and $h_{\text{hbd}}^{\max}$, respectively. We note that action multiplier $m_a$ is used to build both $h_{\text{cri}}^{\text{LM-cut}}$ and $h_{\text{hbd}}^{\text{LM-cut}}$, but not in $h_{\text{ir}}^{\text{LM-cut}}$ because these values are omitted in $h_{\text{ir}}^{\max}$. However, we can create another LM-cut variant, $h_{\text{ir}, \text{m}}^{\text{LM-cut}}$, that employs $h_{\text{ir}}^{\max}$ and includes $m_a$ in the weight function, as introduced in the following definition.

Definition 16. Heuristic $h_{\text{ir}, \text{m}}^{\text{LM-cut}}$ is a numeric LM-cut heuristic using a precondition choice function such that

$$\text{pcf}(s, a, \psi') \in \arg\max_{\psi \in \text{pre}(a)} h_{\text{ir}}^{\max}(s, \psi)$$

and an action weight function

$$W_a(s, a, \psi') = m_a(s, \psi').$$
To ease exposition, in what follows we write \( \text{pcf}(s, a) \) instead of \( \text{pcf}(s, a, \psi') \) when the precondition choice function depends only on a state and an action, as in \( h_{\text{cut}}^{\text{LM}} \), \( h_{\text{IR}}^{\text{LM}} \), and \( h_{\text{IR},m}^{\text{LM}} \).

**Example 5.** Let \( \Pi^\text{rt} = (F_p, N, A, s_I, G) \) be an RT with \( F_p = \{ p \} \), \( N = \{ v, u \} \), \( s_I = \emptyset \), \( G = \{ v \geq 4, u \geq 1 \} \), and \( A = \{ a_1, a_2, a_3 \} \), where

\[
\begin{array}{c|c|c|c}
\text{actions} & \text{pre} & \text{eff} & \text{cost} \\
\hline
a_1 & \emptyset & v \mathbin{+=} 1, p & 1 \\
a_2 & v \geq 2 & v \mathbin{+=} 2 & 1 \\
a_3 & p & u \mathbin{+=} 1 & 1 \\
\end{array}
\]

We show the action multipliers and \( h_{\text{hbd}}^{\text{max}}(s_I) \)-values in Table 3. We have

\[
h_{\text{hbd}}^{\text{max}}(s_I) = h_{\text{hbd}}^{\text{max}}(s_I, v \geq 4) = 2.
\]

<table>
<thead>
<tr>
<th>( a )</th>
<th>( \psi )</th>
<th>( m_a(s_I, \psi) )</th>
<th>( \psi )</th>
<th>( h_{\text{hbd}}^{\text{max}}(s_I, \psi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>( v \geq 2 )</td>
<td>2</td>
<td>( v \geq 2 )</td>
<td>1</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( v \geq 4 )</td>
<td>4</td>
<td>( v \geq 4 )</td>
<td>2</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( p )</td>
<td>1</td>
<td>( p )</td>
<td>1</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>( v \geq 2 )</td>
<td>1</td>
<td>( u \geq 1 )</td>
<td>2</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>( v \geq 4 )</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_3 )</td>
<td>( u \geq 1 )</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The action multipliers for each action and \( h_{\text{hbd}}^{\text{max}}(s_I, \psi) \) for each \( \psi \).

We show \( h_{\text{hbd}}^{\text{max}} \)-values of facts, action costs, and the cut in each iteration in Table 4 and the JGs in Figure 4, where nodes from which \( g \) is not reachable are ignored. In the figure, for each edge \((n_\psi', n_\psi, a)\), we show tuple \( (a, m_a(s_I, \psi)) \), a tuple of the label and the action multiplier. The cuts extracted in iterations, \( L_1, L_2, \) and \( L_3 \), are visually represented by vertical lines in the figure. Note that

\[
W(L_1) = \min\{ m_{a_1}(s_I, v \geq 4) \cdot \text{cost}(a_1), m_{a_2}(s_I, v \geq 4) \cdot \text{cost}(a_2) \} = 2 \cdot \text{cost}(a_1) = 2,
\]

\[
W_1(L_2) = m_{a_2}(s_I, u \geq 1) \cdot \text{cost}_2^1(a_3) = \text{cost}(a_3) = 1
\]

where \( \text{cost}_2^1 \) is the updated cost function after the first iteration, and

\[
W_2(L_3) = \min\{ m_{a_1}(s_I, v \geq 2) \cdot \text{cost}_2^1(a_1), m_{a_1}(s_I, v \geq 4) \cdot \text{cost}_2^1(a_1) \} = 2 \cdot \text{cost}_2^1(a_1) = 1,
\]

where \( \text{cost}_2^1 \) is the updated cost function after the second iteration. We have

\[
h_{\text{LM-crit}}^{\text{cut}}(s_I) = W(L_1) + W_1(L_2) + W_2(L_3) = 4.
\]

In this example, as in classical case, \( h_{\text{crit}}^{\text{LM-crit}} \) takes multiple goal conditions into consideration while \( h_{\text{hbd}}^{\text{max}} \) only considers \( v \geq 4 \). This is one of the most important factors on the heuristic value difference (i.e., \( h_{\text{hbd}}^{\text{max}}(s_I) = 2 \) and \( h_{\text{crit}}^{\text{LM-crit}}(s_I) = 4 \)).
5.3 Properties of Numeric LM-Cut

We now present several theoretical results related to the proposed numeric LM-cut heuristics. We first study the relationship between the LM-cut heuristics and their associated $h_{\text{max}}$ variants by analyzing their JGs. We then present several theoretical results that show the admissibility (or inadmissibility) of the proposed $h_{\text{LM-cut}}$ heuristics.

To analyze the dominance relationship between $h_{\text{max}}$ and $h_{\text{LM-cut}}$ for our numeric variants, we first need to analyze their JGs. As previously mentioned, the name justification graph comes from classical planning where the weight of the shortest paths from $n_\emptyset$ to $n_{\psi}$ equals to the value $h_{\text{max}}(s,\psi)$. This property is used, for example, to show that classical $h_{\text{LM-cut}}$ dominates $h_{\text{max}}$. We would like to obtain the same property for our JG versions to show dominance between heuristics (see Section 5.5 for the heuristic comparisons). In the classical version, the fact that the JG of $h_{\text{LM-cut}}$ justifies $h_{\text{max}}$ is almost immediate because there is not much distinction between the weight of the shortest path and the $h_{\text{max}}$ heuristic value. In the numeric version, however, the proof is a bit more intricate, thus we need a more formal definition.

**Definition 17.** Given an RT, a state $s$, and a pcf, let $\mathcal{G} = (\mathcal{N}, \mathcal{E}, W)$ be a corresponding JG. Consider $W(n_\emptyset)$ as the weight of the shortest path from $n_\emptyset$ to $n_\emptyset$ in $\mathcal{G}$.

Let $h : S \times \mathcal{F}_p \cup \bar{\mathcal{F}}_n \to \mathbb{R}^{0+}$ to be a heuristic that, given a state $s$, computes a value for each fact $\psi$. We say that $\mathcal{G}$ justifies $h$ if for each $n_\emptyset \in \mathcal{N}$ it holds that $h(s,\psi) = W(n_\emptyset)$.
In the following, we prove that the JGs of $h_{\text{cri}}^{\text{LM-cut}}$ and $h_{\text{ir}}^{\text{LM-cut}}$ indeed justify $h_{\text{cri}}^\text{max}$ and $h_{\text{ir}}^\text{max}$, respectively. We omit the proof for $h_{\text{hbd}}^{\text{LM-cut}}$ since, as we show in Appendix A, $h_{\text{hbd}}^{\text{LM-cut}}$ is inadmissible, and so it is not useful to discuss its JG.

**Proposition 4.** Given an RT, a state $s$, and the justification graph of $h_{\text{cri}}^{\text{LM-cut}}$, the weight of the shortest path from $n_0$ to $n_\psi \in N$ is equal to $h_{\text{cri}}^\text{max}(s, \psi)$.

**Proof.** The shortest paths to other nodes can be incrementally computed in the topological order, where the first node is $n_0$. Thus, we assume that the weight $W(n_\psi)$ of the shortest path from $n_0$ to $n_\psi$ is already known for all $n_\psi \in N$. We prove by induction that $W(n_\psi) = h_{\text{cri}}^\text{max}(s, \psi)$ for all $n_\psi \in N$. Trivially, for $\psi = \emptyset$ it holds $W(n_\emptyset) = h_{\text{cri}}^\text{max}(s, \emptyset) = 0$. Then,

$$W(n_\psi) = \min_{(n_\psi', n_\psi, a) \in E} m_a(s, \psi) \cdot \text{cost}(a) + W(n_\psi')$$

Since $\psi' = \text{pcf}(s, a) \in \text{argmax}_{\psi \in \text{pre}(a)} h_{\text{cri}}^\text{max}(s, \hat{\psi})$,

$$h_{\text{cri}}^\text{max}(s, \psi') = \max_{\hat{\psi} \in \text{pre}(a)} h_{\text{cri}}^\text{max}(s, \hat{\psi}) = h_{\text{cri}}^\text{max}(s, \text{pre}(a)).$$

Because $\text{supp}(\psi) = \{a \mid (n_\psi', n_\psi, a) \in E\}$,

$$W(n_\psi) = \min_{a \in \text{supp}(\psi)} m_a(s, \psi) \cdot \text{cost}(a) + h_{\text{cri}}^\text{max}(s, \text{pre}(a)) = h_{\text{cri}}^\text{max}(s, \psi).$$

By induction, the shortest path from $n_\emptyset$ to any node $n_\psi$ is equal to $h_{\text{cri}}^\text{max}(s, \psi)$.

Proposition 4 shows that the JG associated with $h_{\text{cri}}^{\text{LM-cut}}$ indeed justifies $h_{\text{cri}}^\text{max}$. A similar result can be obtained for the JG of $h_{\text{ir}}^{\text{LM-cut}}$, as stated in Proposition 5. The proof of this proposition is analogous to the previous one but replacing $m_a(s, \psi')$ with 1.

**Proposition 5.** Given an RT, a state $s$, and the justification graph of $h_{\text{ir}}^{\text{LM-cut}}$, the weight of the shortest path from $n_0$ to $n_\psi \in N$ is equal to $h_{\text{ir}}^\text{max}(s, \psi)$.

In what follows, we study the admissibility status of the six combinations of $h^\text{max}$ and LM-cut heuristics discussed in the previous section. Table 5 summarizes the main results shown in this paper and the ones available in the literature for $h_{\text{ir}}^\text{max}$ and $h_{\text{hbd}}^\text{max}$.

<table>
<thead>
<tr>
<th>$h_y^\text{max}$</th>
<th>hbd</th>
<th>ir</th>
<th>cri</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{\text{cri}}^{\text{LM-cut}}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$h_{\text{ir}}^{\text{LM-cut}}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5: Admissibility chart: ✓ – admissible, ✓ – inadmissible. The $h_y^\text{max}$ is the heuristic name where $y \in \{\text{max}, \text{LM-cut}\}$ (rows) and $x \in \{\text{cri}, \text{hbd}, \text{ir}\}$ (columns).
Proposition 6. The LM-cut heuristic \( h_{\text{hbd}}^{\text{LM-cut}} \) is inadmissible.

We now present the admissibility proofs for \( h_{\text{cri}}^{\text{LM-cut}} \), \( h_{\text{ir}}^{\text{LM-cut}} \), and \( h_{\text{ir,m}}^{\text{LM-cut}} \). To do so, we first show the relationship between numeric landmarks (Scala et al., 2017) and the JGs associated with these LM-cut heuristics. Following Helmert and Domshlak (2009), we show in Lemma 1 how to extract such landmarks from numeric JGs. We note that this lemma holds for \( h_{\text{cri}}^{\text{LM-cut}} \), \( h_{\text{ir}}^{\text{LM-cut}} \), and \( h_{\text{ir,m}}^{\text{LM-cut}} \).

Lemma 1. Assume an RT of a non-zero cost and a state \( s \). Let \( \mathcal{G} \) be the JG corresponding to \( \Pi^{\text{RT}} \), where \( \text{pcf}(s, a, \psi') \in \text{pre}(a) \) holds for each \( a \in \mathcal{A} \), and let \( L \) be a directed cut in \( \mathcal{G} \) that separates \( n_{\emptyset} \) from \( n_{g} \), such that \( W(L) = \min_{e \in L} W(e) > 0 \). Then,

1. \( \partial^{\text{in}}(L) \) is a disjunctive fact landmark.
2. \( \text{lbl}(L) \) is a disjunctive action landmark.

Proof. Let \( \pi \) be a plan for \( \Pi^{\text{RT}} \). Let us construct a sub-sequence \( \pi' \) of the plan \( \pi \). Let \( a_{g} \) be the first action in \( \pi \) that achieves the atom \( g \).

By construction \( s \not\models g \), thus such an action should exist. For the action \( a_{g} \) we choose the first action in \( \pi \) that achieves \( \text{pcf}(s, a_{g}, g) \), and repeat the process until we reach a fact \( \psi \) such that \( s \models \psi \). By construction, \( \pi' \) induces a path from \( n_{\emptyset} \) to \( n_{g} \) in the JG. Thus, for every cut \( L \) that separates \( n_{\emptyset} \) from \( n_{g} \) we have that at least one fact in \( \partial^{\text{in}}(L) \) is achieved by \( \pi' \), and \( \pi' \cap \text{lbl}(L) \neq \emptyset \). Thus, \( \partial^{\text{in}}(L) \) is a disjunctive fact landmark.

Note that \( a_{0} \), an artificial action label, is never included in \( L \). If \( a_{0} \in \text{lbl}(L) \), it holds that \( \exists (n_{\emptyset}, n_{\psi}, a_{0}) \in L, n_{\psi} \in N^{g} \). Since the cost of \( a_{0} \) is zero, \( n_{\emptyset} \in N^{g} \), and this contradicts that \( L = (N^{0}, N^{g}) \). Therefore, \( \text{lbl}(L) \) is a disjunctive action landmark. \( \square \)

The proof of Lemma 1 is based on the property that \( \text{pcf}(s, a, \psi') \in \text{pre}(a) \). The lemma cannot be extended to the JG associated with \( h_{\text{hbd}}^{\text{LM-cut}} \) since \( \text{pcf}(s, a, \psi) \in \text{pre}(a) \) does not necessarily hold.

In addition to showing how to obtain numeric landmarks from a JG, Lemma 1 allows us to state and prove the main theoretical claim of this section: the numeric LM-cut heuristics \( h_{\text{cri}}^{\text{LM-cut}} \), \( h_{\text{ir}}^{\text{LM-cut}} \), and \( h_{\text{ir,m}}^{\text{LM-cut}} \) are admissible. In particular, Theorem 1 shows that the weight of a cut extracted in each iteration of numeric LM-cut is admissible for a task resulting from cost-partitioning. This is the key theoretical result to prove the admissibility.

Theorem 1. Let \( \Pi^{\text{RT}} = (\mathcal{F}_{p}, N, \mathcal{A}, s, G) \) be a solvable RT with a non-zero optimal cost. Let \( \mathcal{G} = (N, E, W) \) be the JG corresponding to \( \Pi^{\text{RT}} \), where \( \text{pcf}(s, a, \psi') \in \text{pre}(a) \) holds for each \( a \in \mathcal{A} \) and \( \mathcal{W}_{a}(s, a, \psi') = m_{a}(s, \psi') \). Let \( N^{0}, N^{b} \) and \( N^{g} \) be before-, beyond- and goal zones, as defined above. Let \( L = (N^{0}, N^{g}) \) be a directed cut in \( \mathcal{G} \).

The heuristic value \( h_{1}(s) = W(L) \) is admissible for \( \Pi_{1}^{\text{RT}} \), where \( \Pi_{1}^{\text{RT}} \) is a copy of \( \Pi^{\text{RT}} \), with the augmented cost function \( \text{cost}_{1} \)

\[
\text{cost}_{1}(a) = \begin{cases} 
W(L) & \text{if } a \in \text{lbl}(L) \\
\frac{m_{a}^{\text{min}}(L)}{W(L)} & \text{if } a \notin \text{lbl}(L)
\end{cases}
\]

where \( m_{a}^{\text{min}}(L) = \min_{(n_{\emptyset}, n_{\psi}, a) \in L} m_{a}(s, \psi') \).
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Proof. First, we show that \( \text{cost}_1(a) \leq \text{cost}(a) \) for all \( a \in \mathcal{A} \) to ensure that \( \text{cost}^*(a) = \text{cost}(a) - \text{cost}_1(a) \geq 0 \), i.e., action costs are non-negative in every iteration of numeric LM-cut. The cost partitioning condition \( \sum_{i=1}^n \text{cost}_i(a) \leq \text{cost}(a) \) follows then by the telescopic argument. The claim is clear for \( a \notin \text{lbl}(L) \), otherwise there is \( (n_\psi, n_\psi', a) \in L \) such that \( W(n_\psi, n_\psi', a) = m_a \min(L) \cdot \text{cost}(a) \), thus

\[
\text{cost}_1(a) = \frac{W(L)}{m_a \min(L)} \leq \frac{m_a \min(L) \cdot \text{cost}(a)}{m_a \min(L)} = \text{cost}(a).
\]

To finish the claim, we show that the weight of \( L \) is an admissible estimate for the solution of \( \Pi^\text{RT}_1 \). Assume in contradiction that it is not, i.e., there is a plan \( \pi \) such that

\[
\text{cost}_1(\pi) < W(L).
\]

By Lemma 1 point 1, \( \partial^{\text{in}}(L) \) is a disjunctive fact landmark. Thus, there is at least one fact in \( \partial^{\text{in}}(L) \) that is achieved by the plan \( \pi \).\footnote{This is a minor abuse of notation: fact \( \psi \) corresponds to the node \( n_\psi \in \partial^\psi(L) \).} We denote by \( \psi_0 \) the first fact in \( \partial^{\text{in}}(L) \) that is achieved by \( \pi \). Note that \( \text{lbl}(\text{in}(n_\psi)) = \text{supp}(\psi) \); we write \( L_\psi = L \cap \text{in}(n_\psi) \). Since \( \psi_0 \) is the first fact achieved in \( \partial^{\text{in}}(L) \), it is achieved by an action in \( \text{lbl}(L) \); otherwise, \( \psi_0 \) is achieved by an action that is applicable only after achieving some other fact in \( \partial^{\text{in}}(L) \), which contradicts the assumption. Therefore,

\[
\min_{a \in \text{lbl}(L_{\psi_0})} m_a(s, \psi_0) \cdot \text{cost}_1(a)
\]

constitutes a lower bound on achieving the fact \( \psi_0 \). Intuitively, \( m_a(s, \psi_0) \) is the (not necessarily integer) number of times that action \( a \) should be applied from \( s \) to achieve \( \psi_0 \). Thus, there is an action \( \hat{a}_0 \in \text{lbl}(L_{\psi_0}) \) such that

\[
m_a \hat{a}_0(s, \psi_0) \cdot \text{cost}_1(\hat{a}_0) \leq \text{cost}_1(\pi) < W(L).
\]

The fact that \( m_a \min(L) \leq m_a(s, \psi_0) \) allows us to conclude with the following contradiction

\[
W(L) \leq m_a \hat{a}_0(s, \psi_0) \frac{W(L)}{m_a \min(L)} \leq m_a(s, \psi_0) \cdot \text{cost}_1(\hat{a}_0).
\]

Note that Theorem 1 assumes that the JG utilizes the action multiplier \( m_a \) for \( a \in \mathcal{A} \). This assumption holds for \( h_{\text{LM-cut}}^{\text{cri}} \) and \( h_{\text{LM-cut}}^{\text{ir,m}} \); but not for \( h_{\text{ir,m}}^{\text{LM-cut}} \). Nonetheless, the proof of Theorem 1 also holds for \( h_{\text{ir,m}}^{\text{LM-cut}} \) if we replace \( m_a \) with 1.

We formalize our admissibility results for \( h_{\text{LM-cut}}^{\text{cri}}, h_{\text{LM-cut}}^{\text{ir}}, \) and \( h_{\text{ir,m}}^{\text{LM-cut}} \) in the following corollaries. Note that the following proof mostly relies on the admissibility of the JG cuts (i.e., Theorem 1) and the results from the cost-partition literature (i.e., Proposition 3).

**Corollary 1 (Admissibility).** *The LM-cut heuristics \( h_{\text{LM-cut}}^{\text{cri}}, h_{\text{LM-cut}}^{\text{ir}}, \) and \( h_{\text{ir,m}}^{\text{LM-cut}} \) are admissible and can be computed in polynomial time.*
Proof. Admissibility follows from Theorem 1 and Proposition 3. In each iteration, LM-cut increases the \( h \)-value by \( W(L) \), where \( L \) is the extracted cut. As shown in Theorem 1, \( W(L) \) is admissible for \( \Pi^\text{RT} \). In Step 4 of LM-cut, the cost function is updated to be \( \text{cost}^c \), which is defined to be \( \text{cost}^c(a) = \text{cost}(a) - \text{cost}_1(a) \) for each action \( a \). Therefore, LM-cut incrementally performs cost-partitioning and increases the \( h \)-value by an admissible estimate for a task in the cost-partition in each iteration, so the admissibility is guaranteed by Proposition 3.

The computation of the values of \( h_{\text{cri}}^\text{L}\text{M-cut} (s, g) \) or \( h_{\text{cri}}^\text{L}\text{M-cut} (s, g) \) and the construction of the corresponding JG are both polynomial in \( \text{RT} \) and the cuts \( L \) are produced in polynomial time in the size of JG. Thus, if we show that the number of such cuts does not exceed \( |A| \) we can prove our claim. We show that for each \( L \) there is at least one action \( a \in \text{lbl}(L) \) that goes to zero.

Let \((n_\psi, n_\psi', a) \in L\) be the edge where \( W(L) \) achieves its minimum \((W(L) > 0)\). By definition of \( W \) we have that

\[
W(L) = W(n_\psi, n_\psi', a) = m_a(s, \psi') \cdot \text{cost}(a) = m_a^{\min}(L) \cdot \text{cost}(a).
\]

Thus, the updated cost of \( a \in A \) is

\[
\text{cost}_1(a) = \text{cost}(a) - \frac{W(L)}{m_a^{\min}(L)} = \text{cost}(a) - \frac{m_a^{\min}(L) \cdot \text{cost}(a)}{m_a^{\min}(L)} = 0.
\]

If we replace \( m_a(s, \psi') \) with 1, the claim also holds. \( \square \)

5.4 Tightening \( h_{\text{cri}}^{\text{L}\text{M-cut}} \)

In what follows, we present three different alternatives to improve the \( h_{\text{cri}}^{\text{L}\text{M-cut}} \) and other possible heuristics for \( \text{RT} \). These variants are based on rounding mechanisms and slight modifications of the action multiplier \( m_a \) in the hopes to build a heuristic that is admissible and dominates its predecessor (e.g., \( h_{\text{cri}}^{\text{L}\text{M-cut}} \)). While some of these results are general and can be applied to other heuristics, we mainly focus on improving \( h_{\text{cri}}^{\text{L}\text{M-cut}} \).

Our first attempt utilizes a rounded-up version of the action multiplier \( m_a \) by replacing \( m_a(s, \psi) \) with \( \lceil m_a(s, \psi) \rceil \). Unfortunately, as it is shown Example 6 the resulting heuristic is inadmissible when applied to \( h_{\text{cri}}^{\text{L}\text{M-cut}} \).

Example 6. Let \( \langle F_p, N, A, s_I, G \rangle \) be an \( \text{RT} \) with \( F_p = \emptyset \) and \( N = \{v\} \). Let \( s_I = \{v = 0\} \), \( G = \{v \geq 6\} \), and \( A = \{a_1, a_2\} \), where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>\emptyset</td>
<td>( v' = 4 )</td>
<td>4</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>\emptyset</td>
<td>( v' = 2 )</td>
<td>3</td>
</tr>
</tbody>
</table>

An optimal plan is \( \pi = \langle a_1, a_2 \rangle \) with the cost of 7. Note that \( m_{a_1}(s_I, v \geq 6) = 1.5 \), \( \lceil m_{a_1}(s_I, v \geq 6) \rceil = 2 \), and \( m_{a_2}(s_I, v \geq 6) = \lceil m_{a_2}(s_I, v \geq 6) \rceil = 3 \). Thus, while for the basic version of numeric LM-cut we have

\[
h_{\text{cri}}^{\text{L}\text{M-cut}}(s_I) = \min \{m_{a_1}(s_I, v \geq 6) \cdot \text{cost}(a_1), m_{a_2}(s_I, v \geq 6) \cdot \text{cost}(a_2)\}
\]

\[
= \min \{6, 9\} = 6 < h^*(s_I) = 7,
\]
for the rounded up version, the JG has two edges of the following weights (see Figure 5):
\[ m_{a_1}(s_I, v \geq 6) \] cost\((a_1) = 8 \] and \[ m_{a_2}(s_I, v \geq 6) \] cost\((a_2) = 9 \].
This results in \[ h^*(s_I) = 7 < 8 = \min\{ \lceil m_{a_1}(s_I, v \geq 6) \rceil \text{cost}(a_1), \lceil m_{a_2}(s_I, v \geq 6) \rceil \text{cost}(a_2) \} \].

Figure 5: The JG with rounded up \( m_a \) values for an \( \text{rt} \) in Example 6.

Considering the unsuccessful attempt of rounding-up the action multipliers, we propose another variant for this multipliers, denoted by \( m^+_a \). This variant has the property that \( m_a(s, \psi) \leq m^+_a(s, \psi) \) and, as shown in what follows, it preserves the admissibility of the heuristic. Intuitively, this change should result in a heuristic that dominates the variant that utilize \( m_a \). However, as we explain in what follows, this intuition holds partially at best.

We start by defining the new action multiplier \( m^+_a \) and its corresponding \( h_{\text{max}}^{\text{cri}+} \) heuristic (i.e., \( h_{\text{cri}+}^{\text{max}} \)). We then define the LM-cut variant based on \( h_{\text{cri}+}^{\text{max}} \), that is, \( h_{\text{LM-cut}}^{\text{cri}+} \).

**Definition 18.** Given an \( \text{rt} \) and a state \( s \), the heuristic function \( h_{\text{cri}+}^{\text{max}}(s, \psi) := h_{\text{cri}+}^{\text{max}}(s, G) \) is defined as follows. For a set of facts \( F \subseteq F_p \cup F_n \):
\[
h_{\text{cri}+}^{\text{max}}(s, F) = \max_{\psi \in F} h_{\text{cri}+}^{\text{max}}(s, \psi).
\]
For a fact \( \psi \in F_p \cup F_n \),
\[
h_{\text{cri}+}^{\text{max}}(s, \psi) = \begin{cases} 0 & \text{if } s \models \psi, \\
\min_{a \in \text{supp}(\psi)} h_{\text{cri}+}^{\text{max}}(s, \text{pre}(a)) + m^+_a(s, \psi) \cdot \text{cost}(a) & \text{otherwise}
\end{cases}
\]
where
\[
m^+_a(s, \psi) = \max\{1, m_a(s, \psi)\}.
\]

**Definition 19.** Heuristic \( h_{\text{LM-cut}}^{\text{cri}+} \) is a numeric LM-cut heuristic using a precondition choice function such that
\[
\text{pcf}(s, a, \psi') \in \arg\max_{\psi' \in \text{pre}(a)} h_{\text{cri}+}^{\text{max}}(s, \psi)
\]
and an action weight function
\[
W_a(s, a, \psi') = m^+_a(s, \psi').
\]
In addition, given the similarities of $h_{\text{cri}}^\text{LM-cut}$ and $h_{\text{ir,m}}^\text{LM-cut}$, we define a new variant of $h_{\text{ir,m}}^\text{LM-cut}$ that utilize $m_a^+$ instead of $m_a$.

**Definition 20.** Heuristic $h_{\text{ir,m}^+}^\text{LM-cut}$ is a numeric LM-cut heuristic using a precondition choice function such that

$$\text{pcf}(s, a, \psi') \in \arg\max_{\psi \in \text{pre}(a)} h_{\text{ir}}^\text{max}(s, \psi)$$

and an action weight function

$$W_a(s, a, \psi') = m_a^+(s, \psi').$$

In what follows we show that $h_{\text{cri},+}^\text{LM-cut}$ and $h_{\text{ir,m}^+}^\text{LM-cut}$ are indeed admissible heuristics. The admissibility proof is analogous to the proof of Theorem 1 by replacing $m_a$ with $m_a^+$. Note that the admissibility is still preserved because we need to apply an action at least once to achieve a numeric condition.

**Theorem 2.** The LM-cut heuristics $h_{\text{cri},+}^\text{LM-cut}$ and $h_{\text{ir,m}^+}^\text{LM-cut}$ are admissible.

Intuitively, we would expect that $h_{\text{cri},+}^\text{LM-cut}$ would dominate $h_{\text{cri}}^\text{LM-cut}$ because $m_a(s, \psi) \leq m_a^+(s, \psi)$. However, as shown in Appendix B, this is not always the case. Moreover, the difference between $m_a$ and $m_a^+$ is so small that in most tasks the two heuristics have the same values. Formally, for a state $s$ where there are no actions $a$ and facts $\psi$ such that $m_a(s, \psi) < 1$, heuristics $h_{\text{cri},+}^\text{LM-cut}$ and $h_{\text{ir,m}^+}^\text{LM-cut}$ are exactly the same as $h_{\text{cri}}^\text{LM-cut}$ and $h_{\text{ir,m}}^\text{LM-cut}$, respectively.

Lastly, we present another variant of $h_{\text{iri}}^\text{LM-cut}$ that rounds the heuristic value instead of each action multiplier $m_a$. This rounding strategy is valid if we assume that action costs are integer. While the assumption does not hold in general, we can generalize this improvement if the costs of the actions are rational; when computing LM-cut, we can ensure that all actions have integer costs by multiplying the action costs by some constant $k$ and obtain the admissible estimate for the original task by dividing the computed heuristic value by $k$. Definition 21 presents the procedure to tighten the heuristic values.

**Definition 21.** Given an RT $\Pi^\text{RT} = (F, N, A, s_I, G)$, state $s$, and heuristic $h$, rounded-up heuristic value $\overline{h}(s)$ is computed as follows:

1. Find a constant $k$ such that $k \cdot \text{cost}(a)$ is integer for all actions $a \in A$.
2. Let $h_k(s)$ be $h(s)$ computed on $\Pi_k^\text{RT} = (F, N, A_k, s_I, G)$ where

$$A_k = \{\langle\text{pre}(a), \text{eff}(a), k \cdot \text{cost}(a)\rangle \mid a \in A\}.$$  

3. Return $\left\lceil\frac{h_k(s)}{k}\right\rceil$.

The main advantage of the above procedure is that it guarantees that $\overline{h}$ dominates $h$ for $h = h_{\text{cri}}^\text{LM-cut}$ because of the round-up step (see Theorem 4 for further details). As shown in Theorem 3, heuristic $\overline{h}$ is always admissible as long as its predecessor (i.e., $h$) is also admissible. The rounding procedure introduced in Definition 21 can be applied to any heuristic for RT with rational action cost, because its definition does not assume anything about the original $h$ heuristic.
Theorem 3. If \( h \) is admissible, then \( \overline{h} \) is admissible.

Proof. Let \( h^*(s) \) and \( h_k^*(s) \) be the optimal costs from \( s \) in \( \Pi^{RT}_k \) and \( \Pi^{RT}_k \), respectively. By definition of \( \Pi^{RT}_k \), we have \( h_k^*(s) = kh^*(s) \). Since \( h_k(s) \) is admissible on \( \Pi^{RT}_k \), it holds that \( h_k(s) \leq h_k^*(s) \). Since all actions have integer costs in \( \Pi^*_k \), \( h_k^*(s) \) is integer, so \( \lceil h_k(s) \rceil \leq h_k^*(s) \).

Thus, \( \overline{h} \) is admissible for \( \Pi^{RT}_k \).

5.5 LM-Cut and Max – Theoretical Comparison

This section theoretically compares the admissible \( h^{\text{max}} \) and \( h^{\text{LM-cut}} \) numeric variants presented so far. Specifically, we consider the following heuristics in our comparison:

- \( h^{\text{max}} \) relaxations: \( h^{\text{max}}_{\text{ir}} \) (Aldinger & Nebel, 2017), \( h^{\text{max}}_{\text{hbd}} \) (Scala et al., 2016);
- \( h^{\text{LM-cut}} \) versions:
  - \( h^{\text{LM-cut}}_{\text{ir}} \) based \( \text{pcf} \) and 1 as an action weight function;
  - \( h^{\text{LM-cut}}_{\text{ir}}(\text{m}) \) based \( \text{pcf} \) and \( m_a \) as an action weight function;
  - \( h^{\text{LM-cut}}_{\text{ir},m} \) based \( \text{pcf} \) and \( m_a^+ \) as an action weight function;
  - \( h^{\text{LM-cut}}_{\text{cri}} \) based \( \text{pcf} \) and \( m_a \) as an action weight function;
  - \( h^{\text{LM-cut}}_{\text{cri},+} \) based \( \text{pcf} \) and \( m_a^+ \) as an action weight function;
  - \( h^{\text{LM-cut}}_{\text{cri},n} \) rounded up according to Definition 21.

Table 6 summarizes the pair-wise comparison among the eight heuristics and \( h^+ \). The table shows that there are few dominance relations among these heuristics. Some surprising results are, for example, that \( h^{\text{LM-cut}}_{\text{cri}} \) does not dominate \( h^{\text{LM-cut}}_{\text{cri}} \) and that this heuristic is incomparable with \( h^{\text{max}}_{\text{ir}} \) and \( h^{\text{max}}_{\text{hbd}} \). In what follows, we present the dominance proofs among these heuristics: \( h^{\text{LM-cut}}_{\text{cri}} \) dominates \( h^{\text{LM-cut}}_{\text{cri}} \) (Theorem 4) and heuristics \( h^{\text{LM-cut}}_{\text{ir}} \) and \( h^{\text{LM-cut}}_{\text{cri},n} \) dominate \( h^{\text{max}}_{\text{cri}} \) (Theorem 5). We refer the reader to Appendix B for the examples that show that two heuristics are incomparable.

Theorem 4. Given an RT task \( \Pi^{RT}_k \) and any state \( s \), the following relation holds \( \overline{h}(s) \geq h(s) \) when \( h = h^{\text{LM-cut}}_{\text{cri}} \). Therefore, \( \overline{h}^{\text{LM-cut}}_{\text{cri}} \) dominates \( h^{\text{LM-cut}}_{\text{cri}} \).

Proof. Let \( h_k(s) \) be the \( h \)-value of \( s \) computed by \( h^{\text{LM-cut}}_{\text{cri}} \) on \( \Pi^{RT}_k \). We first show that

\[
h_k(s) = k \cdot h^{\text{LM-cut}}_{\text{cri}}(s)
\]

by examining the steps in Definition 12. In Step 1, \( h_k(s) \) is initialized to be 0. In Step 2, since all action costs are scaled by the same factor, \( h^{\text{max}}_{\text{cri}} \)-values are just scaled by \( k \) in \( \Pi^{RT}_k \). Therefore, the precondition choice function \( \text{pcf} \) is not changed, and a JG is not changed except that the weight \( W_k(e) \) for an edge \( e = (n_{\psi'}, n_{\psi}, a) \) is

\[
W_k(e) = m_a(s, \psi) \cdot k \cdot \text{cost}(a) = k \cdot W(e).
\]
Theorem 5. Given an RT $Π^{RT}$ and any state $s$, the following relations hold: $h^{\text{LM-cut}}_{ir}(s) \geq h^{\text{max}}_{ir}(s)$ and $h^{\text{LM-cut}}_{ir,m^+}(s) \geq h^{\text{max}}_{ir}$. Therefore, $h^{\text{LM-cut}}_{ir}$ and $h^{\text{LM-cut}}_{ir,m^+}$ dominate $h^{\text{max}}_{ir}$.

Proof. Following Helmert and Domshlak (2009), we show that in each iteration of $h^{\text{LM-cut}}_{ir}$, the $h^{\text{max}}_{ir}$-value of the task is reduced by at most the weight of the extracted cut. Note that this is not the case with $h^{\text{LM-cut}}_{cri}$; in Example 13 in Appendix B, in the second iteration, the critical path supporting the $h^{\text{LM-cut}}_{cri}$-value contains more than one action in cut $L_2$, so the $h^{\text{max}}_{cri}$-value is reduced by $W_1(L_2) + W(L_2) = 3 > W_1(L_2) = 2$.

Given an RT, a state $s$ with $h^{\text{max}}_{ir}(s) > 0$, the JG of $h^{\text{max}}_{ir}$, and a cut extracted by $h^{\text{LM-cut}}_{ir}$, let $\pi$ be the shortest path from $n_0$ to $n_a$ in the JG. By Proposition 5 we know that JG justifies $h^{\text{max}}_{ir}$, i.e., $h^{\text{max}}_{ir}(s) = W(\pi)$.

<table>
<thead>
<tr>
<th>$h^{\text{max}}_{hbd}$</th>
<th>$h^{\text{max}}_{ir}$</th>
<th>$h^{\text{LM-cut}}_{ir}$</th>
<th>$h^{\text{LM-cut}}_{ir,m}$</th>
<th>$h^{\text{LM-cut}}_{ir,m^+}$</th>
<th>$h^{\text{LM-cut}}_{cri}$</th>
<th>$h^{\text{LM-cut}}_{cri,+}$</th>
<th>$\overline{h}^{\text{LM-cut}}_{cri}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
<td>$\geq$</td>
</tr>
<tr>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
</tr>
<tr>
<td>$\leq$</td>
<td>$\neq$</td>
<td>$\leq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
</tr>
<tr>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
<td>$\neq$</td>
</tr>
</tbody>
</table>

Table 6: Dominance relationships between the max and LM-cut heuristics for RT. ‘$\geq$’ means the heuristic in a row dominates the heuristic in a column, ‘$\leq$’ means the converse, and ‘$\neq$’ means that the two heuristics are incomparable.
Assume that \( \pi \) includes more than one label in \( \text{lbl}(L) \), and assume it is of the form

\[
\pi = (n_0, \ldots, n_i, a_i, n_{i+1}, \ldots, n_j, a_j, n_{j+1}, \ldots, n_g), \text{ where } a_i, a_j \in \text{lbl}(L).
\]

Since \( a_i \in \text{lbl}(L) \), there exists a node \( n_{\psi_0} \) in the goal-zone such that \( a_i \in \text{supp}(\psi_0) \). \( n_{\psi_0} \in N^g \) implies that there is a zero-weight path from \( n_{\psi_0} \) to \( n_g \), i.e., \( W(\text{path}(n_{\psi_0}, n_g)) = 0 \). Note that all edges with the same label have the same edge weight, thus \((n_i, a_i, n_{\psi_0})\) is a valid edge in JG.

We define a new path \( \pi' = (n_0, \ldots, n_i, a_i, n_{\psi_0}, \ldots, n_g) \) that coincides on its prefix with \( \pi \), both on vertices and edges, starting from \( n_0 \) and up to \( a_i \) (note that more than one edge may have this label), and its suffix from \( n_{\psi_0} \) to \( n_g \) is a zero-cost path in the goal-zone.

Since in a JG constructed via \( h_{\text{LM-cut}} \) each edge \((n_\psi, n_{\psi'}, a)\) has the weight of \( \text{cost}(a) \), not \( m_a(s, \psi') \cdot \text{cost}(a) \), two edges \((n_i, n_{i+1}, a_i)\) and \((n_i, n_{\psi_0}, a_i)\) have the same weight, hence \( W(\pi) = W(\pi') + \text{cost}(a_j) \). Recall that \( a_j \in \text{lbl}(L) \). Since \( h_{\text{LM-cut}}(s) > 0 \), the weight of \( L \) should be non-zero, hence \( \text{cost}(a_j) > 0 \). Thus, \( W(\pi) > W(\pi') \), which contradicts the assumption of \( \pi \) having the minimum weight. Therefore, \( \pi \) includes at most one edge in \( L \).

In \( h_{\text{LM-cut}} \), the cost of an action \( a \) is updated to be \( \text{cost}(a) - W(L) \) only if \( a \in \text{lbl}(L) \). Since \( \pi \) includes at most one edge in \( L \), the weight of \( \pi \) is reduced by at most by \( W(L) \).

Thus, the \( h_{\text{LM-cut}} \)-value of the next iteration is at least \( h_{\text{LM-cut}}(\pi) - W(L) \).

In the case of \( h_{\text{LM-cut}} \), the action cost of \( a \) is reduced by \( \frac{W(L)}{m_{\text{min}}(L)} \). If \( m_{\text{min}}(L) < 1 \), the \( h_{\text{LM-cut}} \)-value is reduced by more than \( W(L) \). However, for \( h_{\text{LM-cut}} \), it is guaranteed that \( m_{\text{min}}(L) \geq 1 \), so the above statement holds.

Finally, we show the dominance. Let \( m \) be the number of cuts extracted by \( h_{\text{LM-cut}} \), \( G_i \), be the JG in the \( i \)-th iteration, \( L_i \) be the cut extracted in the \( i \)-th iteration, and \( W_i \) be the weight function after the \( i \)-th iteration with \( W_0 = W \). Let \( h_i(s) \) be the \( h_{\text{LM-cut}} \)-value computed in \( \Pi^i \). As we showed above, for \( i \in \{m\} \), \( h_i(s) \geq h_{i-1}(s) - W_{i-1}(L_i) \). Therefore, we can bound the heuristics value by a telescoping sum

\[
h_{\text{LM-cut}}(s) = \sum_{i=1}^{m} W_{i-1}(L_i) \geq \sum_{i=1}^{m} h_{i-1}(s) - h_i(s) = h_0(s) - h_m(s).
\]

Since \( h_m(s) = 0 \) as LM-cut terminates after extracting the \( m \)-th cut,

\[
h_{\text{LM-cut}}(s) \geq h_0(s) = h_{\text{max}}(s).
\]

The above discussion also holds for \( h_{\text{LM-cut}} \).

**5.6 Empirical Evaluation of Numeric \( h_{\text{LM-cut}} \) and \( h_{\text{max}} \) variants**

As shown in the previous section, most numeric \( h_{\text{max}} \) and \( h_{\text{LM-cut}} \) heuristics are theoretically incomparable. In what follows, we empirically evaluate the performance of these heuristics to investigate which alternatives work well in practice. We compare our numeric LM-cut variants with the \( h_{\text{max}} \)-relaxation based heuristics: the repetition relaxation based max heuristic \( h_{\text{max}} \) (Aldinger & Nebel, 2017), and the numeric max heuristic \( h_{\text{bdmax}} \) (Scala et al., 2020). We consider \( h_{\text{bdmax}} \) instead of \( h_{\text{bd}} \) in this evaluation because the former is an
improved version of the latter which has shown better empirical performance in the literature (Scala et al., 2020).

Our evaluation considers all the admissible LM-cut variants introduced in the previous sections, that is, $h_{cri}^{LM-cut}$, $h_{cri}^{LM-cut_i}$, $h_{ir}^{LM-cut_i}$, $h_{ir.m}^{LM-cut}$, and $h_{ir,m}^{LM-cut}$. We note that in all the tested domains actions have rational costs, which allow us to also consider $h_{cri}^{LM-cut}$. Our implementation first finds the minimum non-negative integer $i$ such that $10^i \cdot \text{cost}(a)$ is integer for all $a \in \mathcal{A}$ and use $k = 10^i$. In addition, we define a randomized $h_{cri}^{LM-cut}$ variant, that is, $h_{cri}^{LM-cut}$, where $\text{pcf}(s, a)$ is chosen uniformly at random from the set $\{ \psi \in \text{pre}(a) \mid h_{cri}^{LM-cut}(s, \psi) > 0 \}$, and $g$ is chosen uniformly at random from the set $\{ g' \in G \mid h_{cri}^{max}(s, g') > 0 \}$. Note that Theorem 1 guarantees the admissibility of $h_{cri}^{LM-cut}$. The main purposes of this randomize LM-cut version is as a baseline for JG construction and as a sanity check.

In all the experiments, we evaluate the heuristics inside an $A^*$ search imposing a 30 minute time limit and 4 GB memory limit on an Intel(R) Xeon(R) CPU E5-2620 @ 2.00GHz processor. We implemented the heuristics in Numeric Fast Downward (NFD) (Aldinger & Nebel, 2017)\textsuperscript{4} using C++11 with GCC 7.5.0 on Ubuntu 18.04.

In terms of implementation, we follow the LM-cut implementation for classical planning included in Fast Downward (Helmert, 2006). In the first iteration of this implementation, $h_{max}$-values are computed and a JG is constructed by the generalized Dijkstra algorithm (Keyder & Geffner, 2008). A priority queue is initialized to contain all facts satisfied in the initial state with the priority of 0. At each step, a fact with the minimum priority is popped from the queue and marked as achieved, and its $h_{max}$-value is set to be the priority. When all preconditions of action $a$ are achieved, each fact $\psi$ achieved by $a$, i.e., $\psi$ such that $a \in \text{supp}(\psi)$, is pushed to the queue with the priority of $\text{cost}(a) + h_{max}^{max}(s, \text{pre}(a))$. This procedure is repeated until all goal conditions are achieved. After the first iteration of LM-cut, JGs are constructed incrementally; $h_{max}$-values and $\text{pcf}$ are recomputed only if they are changed due to updated action costs. For each action $a$ included in the cut in the previous iteration, each fact $\psi$ achieved by $a$ is pushed to the queue with the priority of $\text{cost}^c(a) + h_{max}^{max}(s, \text{pre}(a))$, where $\text{cost}^c(a)$ is the updated cost of $a$. The pseudo-code is presented in Appendix C. Note that we incrementally construct JGs to compute a heuristic value for a single state; we do not incrementally compute heuristic values on multiple states, which is a method proposed by Pommerening and Helmert (2013).

We consider domains with simple conditions from the literature (Scala et al., 2016, 2017, 2020). We exclude ZENO TRAVEL because some conditions are not simple conditions (Piacentini et al., 2018b). From COUNTERS, we exclude three instances that are in SMALL-COUNTERS. In SAILING, in addition to the original instances (Scala et al., 2016), we include the instances with a single boat (Scala et al., 2017), removing duplicates. Since multiple configurations solve all instances in FARMLAND, GARDENING, and SAILING, we also add satisficing versions of these domains (FARMLAND-SAT, GARDENING-SAT, and SAILING-SAT) excluding instances appearing in the optimal versions. A task is translated into an RT when computing numeric LM-cut. In COUNTERS-INV, COUNTERS-RND, FARMLAND, and FARMLAND-SAT, some numeric conditions are strict inequalities. In RT we convert a numeric condition $v > w$ to $v \geq w + \epsilon$ where $\epsilon$ is computed in a similar fashion as Defini-

\textsuperscript{4} https://github.com/Kurorororo/numeric-fast-downward
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tion 21; we find the minimum non-negative integer $i$ such that $10^i \cdot c_v$ is integer for each numeric effect $v += c_v$ and use $\epsilon = \frac{1}{10^i}$.

For the numeric heuristics, we add the redundant constraints to the goal conditions and preconditions of actions in the same fashion as Scala et al. (2016a).

Table 7 shows the experimental results across all the domains where we compared the number of solved instances (Coverage), the time score (Time score), and the number of expansions to solve an instance excluding the last $f$-layer (# States expanded). For each run, the time score is computed as $1 - \frac{\log(\max(1,t))}{\log(1800)}$, where $t$ is the wall-clock time to solve the instance. Since the time limit is 30 minutes, this score is logarithmically decreasing according to the wall-clock time and takes value 1 if an instance is solved within 1 second. If the instance is not solved, we set the time score be 0. For each domain, the time score is averaged over all instances, and the number of expansions is averaged over instances solved by all methods. These settings are the same in all experiments in this paper. Farmland-SAT is omitted from this table because NFD runs out of memory when translating PDDL files to SAS+ files and, thus, the planner does not solve any instances. We note that this memory issue is not related to our heuristics since it occurs during to the translation part of NFD, which is performed before search and the heuristic computation.

In addition, Figure 6 depicts pairwise comparisons of expanded states between $h_{\text{cri}}^{\text{LM-cut}}$ and the other LM-cut variants. In each plot, points represent one instance where its $x$ and $y$ values are the numbers of expansions by $h_{\text{cri}}^{\text{LM-cut}}$ and the variant shown in $y$-axis. The points above the diagonal correspond to instances where the LM-cut variant expands more states than the $h_{\text{cri}}^{\text{LM-cut}}$ baseline. Similarly, Figure 7 compares initial $h$-values of $h_{\text{cri}}^{\text{LM-cut}}$ and the other LM-cut variants.

One of the most surprising results of this evaluation is that $h_{\text{cri}}^{\text{LM-cut}}$ outperforms $h_{\text{ir}}^{\text{LM-cut}}$ and acts almost on par with $h_{\text{ir,m}}^{\text{LM-cut}}$ and $h_{\text{ir,m+}}^{\text{LM-cut}}$, despite the fact that $h_{\text{rnd}}^{\text{LM-cut}}$ randomly constructs justification graphs while $h_{\text{ir}}^{\text{LM-cut}}$ and $h_{\text{ir,m}}^{\text{LM-cut}}$ are guided by $h_{\text{ir}}^{\text{max}}$. This result may be a sign of low informativeness of the $h_{\text{ir}}^{\text{max}}$ relaxations within the LM-cut framework. In contrast, $h_{\text{cri}}^{\text{LM-cut}}$ and $h_{\text{cri,+}}^{\text{LM-cut}}$ show much better results than all other heuristics in terms of coverage, time, and number of expanded nodes, leading us to believe that the over-approximation made by $h_{\text{cri}}^{\text{max}}$ is beneficial to the quality of the heuristics. We speculate that, because $h_{\text{cri}}^{\text{max}}$ is inadmissible, it can be a more accurate approximation of $h^*$ on average allowing both over- and under-approximations.

Figure 6 also shows that $h_{\text{cri,+}}^{\text{LM-cut}}$ expands slightly fewer states than $h_{\text{cri}}^{\text{LM-cut}}$, however, the use of $m^+$ does not result in any significant improvements on the overall heuristic performance (i.e., coverage and time score). As shown in Figure 6, $\overline{h}_{\text{cri}}^{\text{LM-cut}}$ expands 0 states excluding the last $f$-layer in instances where $h_{\text{cri}}^{\text{LM-cut}}$ expands 100-10000 states. Table 7 also shows that $\overline{h}_{\text{cri}}^{\text{LM-cut}}$ is effective particularly in SAILING and SAILING-SAT, but the coverage is not improved in any of the domains. In SMALL-COUNTERS $\overline{h}_{\text{cri}}^{\text{LM-cut}}$ expands more nodes than $h_{\text{cri}}^{\text{LM-cut}}$ while the former dominates the latter. This phenomenon is possible because these heuristics are not necessarily consistent.

6. Comparison of Propositional and Numeric LM-Cut

In this section, we address two questions related to numeric domains and numeric heuristics.
<table>
<thead>
<tr>
<th>domain</th>
<th>Coverage</th>
<th>Time score</th>
<th># States expanded</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMALLCOUNTERS (8)</td>
<td>6</td>
<td>0.67</td>
<td>113996</td>
</tr>
<tr>
<td>COUNTERS (8)</td>
<td>0</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>COUNTERS-INV (11)</td>
<td>2</td>
<td>0.18</td>
<td>1325</td>
</tr>
<tr>
<td>COUNTERS-RND (33)</td>
<td>6</td>
<td>0.18</td>
<td>264</td>
</tr>
<tr>
<td>FARMLAND (30)</td>
<td>11</td>
<td>0.12</td>
<td>214844</td>
</tr>
<tr>
<td>GARDENING (63)</td>
<td>63</td>
<td>0.10</td>
<td>91565</td>
</tr>
<tr>
<td>GARDENING-SAT (51)</td>
<td>12</td>
<td>0.12</td>
<td>930434</td>
</tr>
<tr>
<td>SAILING (40)</td>
<td>8</td>
<td>0.10</td>
<td>1730733</td>
</tr>
<tr>
<td>SAILING-SAT (40)</td>
<td>3</td>
<td>0.03</td>
<td>3068452</td>
</tr>
<tr>
<td>DEPOTS (20)</td>
<td>5</td>
<td>0.14</td>
<td>3448688</td>
</tr>
<tr>
<td>ROVERS (20)</td>
<td>4</td>
<td>0.15</td>
<td>1648</td>
</tr>
<tr>
<td>SATELLITE (20)</td>
<td>1</td>
<td>0.05</td>
<td>1648</td>
</tr>
<tr>
<td><strong>Total (344)</strong></td>
<td>121</td>
<td>0.07</td>
<td>1507</td>
</tr>
</tbody>
</table>

Table 7: Coverage, time score, and # of states expanded excluding the last $f$-layer by the LM-cut variants. $h_{ir}^{\text{max}}$ and $h_{hbd+}^{\text{max}}$ are presented for comparison purposes.

1. In numeric domains, is it necessary to reason about numeric conditions or can they simply be ignored?
2. Some classical planning domains contain resource variables that can be automatically detected and represented as numeric variables (Wilhelm et al., 2018). In such domains, does a numeric reformulation of the domain with numerical reasoning (i.e., heuristics) result in better performance than the purely propositional formulation?

Note that the theoretical results in this section also apply to $h_{cri}^{LM-cut}$, which dominates $h_{cri}^{LM-cut}$, since all action costs and heuristic values are integer in the examples.

6.1 LM-Cut: Propositional vs. Numeric Variants in Numeric Domains

Although our numeric LM-cut heuristics are designed to address numeric conditions, it is unclear if doing so is necessary. A more straightforward adaptation of the classical LM-cut to numeric planning is to ignore numeric conditions entirely by assuming that all numeric conditions are achieved with zero-cost in the computation of the JGs. When only propositional conditions are left unachieved, we can compute an admissible estimate using the propositional LM-cut heuristic.

To validate the importance of considering numeric conditions, we investigate whether numeric LM-cut provides a better estimation compared to the propositional one. In domains without propositions such as Example 2, the $h$-value of the propositional LM-cut is always
zero, so the numeric version is strictly better. However, as we show in Example 7, numeric LM-cut is not always better than the propositional, i.e., the propositional LM-cut can provide a higher $h$-value than its numeric counterpart.

**Example 7.** Let $\Pi^{\mathsf{rt}} = \langle F_p, N, A, s_I, G \rangle$ be an RT with $F_p = \{p, q, r, g\}$ and $N = \{v\}$. Let $s_I = \{v = 0\}$, $G = \{g\}$, and $A = \{a_1, a_2, a_3, a_4\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v ++= 1, p$</td>
<td>1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$v ++= 1, q$</td>
<td>1</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\emptyset$</td>
<td>$v ++= 1, r$</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$v \geq 2, p, q, r$</td>
<td>$g$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8 shows $h^{\mathsf{max}}_{\mathsf{cri}}$-values of facts and action costs in each iteration and Figure 8 depicts the corresponding JGs. In $h^{\mathsf{LM-cut}}_{\mathsf{cri}}$, $\mathsf{pcf}(s_I, a_4) = v \geq 2$, so $a_1$, $a_2$, and $a_3$ are included in the first cut, resulting in

$$h^{\mathsf{LM-cut}}_{\mathsf{cri}}(s_I) = 2.$$ 

Table 9 shows $h^{\mathsf{max}}_{\mathsf{cri}}$-values of facts and action costs in each iteration and Figure 9 presents the associated JGs. Since the $h^{\mathsf{max}}_{\mathsf{cri}}$-values of $p$, $q$, and $r$ are the same, there can be multiple $\mathsf{pcf}s$. In such a case, the tie-breaking strategy determines which fact to select for $\mathsf{pcf}$. We assume that the tie-breaking strategy prefers $p$ to $q$ and $q$ to $r$. Different tie-breaking strategies change the order of JGs but result in the same $h$-value for this example.
In the propositional LM-cut, \(a_1, a_2,\) and \(a_3\) are included in the different cuts as shown in Table 9, so we have

\[
h_{\text{LM-cut}}(s_I) = 3 > h_{\text{cri}}(s_I) = 2.
\]

Therefore, the propositional LM-cut provides a better estimate.

<table>
<thead>
<tr>
<th>(h_{\text{cri}}(s_I, \psi))</th>
<th>(v \geq 2)</th>
<th>(p)</th>
<th>(q)</th>
<th>(r)</th>
<th>(g)</th>
<th>(\text{cost}(a))</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9: \(h_{\text{cri}}(s_I, \psi)\) and \(\text{cost}(a)\) in each iteration.

<table>
<thead>
<tr>
<th>(h_{\text{cri}}(s_I, \psi))</th>
<th>(v \geq 2)</th>
<th>(p)</th>
<th>(q)</th>
<th>(r)</th>
<th>(g)</th>
<th>(\text{cost}(a))</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9: \(h_{\text{cri}}(s_I, \psi)\) and \(\text{cost}(a)\) in each iteration.

6.2 Translation of Classical Domains to Numeric Domains

Previous research has shown that some classical planning domains contain resource variables, which can be automatically detected (Wilhelm et al., 2018). Using the detected resource variables as numeric variables, we can translate the classical task into \(\text{rp}\), which can be translated into \(\text{rt}\). Therefore, we can obtain a numeric encoding of a task which
is originally formulated with the classical planning formalism. In what follows we evaluate the benefit of encoding tasks using numeric facts instead of propositions by comparing the LM-cut heuristics in the classical and numeric versions of the same planning task.

Our comparison considers our best performing LM-cut variant, $h_{\text{cri}}^{\text{LM-cut}}$, and its classical planning counterpart $h_{\text{cri}}^{\text{LM-cut}}$. In each classical planning task, we compute $h_{\text{cri}}^{\text{LM-cut}}$ on the original task, while $h_{\text{cri}}^{\text{LM-cut}}$ is computed on the RTs obtained by the translation algorithm proposed by Wilhelm et al. (2018). We show that $h_{\text{cri}}^{\text{LM-cut}}$ and $h_{\text{cri}}^{\text{LM-cut}}$ are incomparable in theory using two example classical planning tasks and their numeric translations obtained by the algorithm.\(^5\)

**Example 8.** Let $\Pi = (F_p, A, s_I, G)$ be a classical planning task with $F_p = \{p_0, p_1, q_0, q_1, v_0, v_1, v_2\}$, $s_I = \{p_0, q_0, v_0\}$, and $G = \{p_1, q_1\}$. Let $A = \{a_1, a_2, a_3, a_4, a_5, a_6\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>add</th>
<th>del</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$p_0$</td>
<td>$p_0$</td>
<td>$v_0$</td>
<td>1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$p_0$</td>
<td>$v_0$</td>
<td>$v_1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$p_0$</td>
<td>$v_1$</td>
<td>$v_2$</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$p_1$</td>
<td>$v_0$</td>
<td>$v_1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$p_1$</td>
<td>$v_1$</td>
<td>$v_2$</td>
<td>1</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$q_0$</td>
<td>$v_2$</td>
<td>$q_1, v_0$</td>
<td>1</td>
</tr>
</tbody>
</table>

We assume that the tie-breaking strategy prefers $q_1$ to $p_1$, $p_1$ to $v_1$, and $v_0$ to $p_0$.

We show $h_{\text{cri}}^{\text{max}}$-values of facts and action costs in each iteration in Table 10 and JGs in Figure 10. In this figure, edge $(v_{v_2}, n_{v_0}, a_0)$ is omitted. Note that $\text{cost}(a_0) = 0$, so $L_3$ with $\text{lbl}(L_3) = \{a_1, a_2\}$ is the last cut. We have

$$h_{\text{cri}}^{\text{LM-cut}}(s_I) = 3.$$

<table>
<thead>
<tr>
<th>$h_{\text{cri}}^{\text{max}}(s_I)$</th>
<th>$v_0$</th>
<th>$p_0$</th>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$p_1$</th>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 10: $h_{\text{cri}}^{\text{max}}(s, \psi)$ and $\text{cost}(a)$ in each iteration in Figure 10.

In an FDR version of this task, if there are three variables where the first one is for $p_0$ and $p_1$, the second is for $q_0$ and $q_1$, and the last is for $v_0$, $v_1$, and $v_2$, the last variable can be translated into a resource variable. The resulting RT task is $(F_p^{\text{RT}}, N, A^{\text{RT}}, s_I^{\text{RT}}, G)$ where $F_p^{\text{RT}} = \{p_0, p_1, q_0, q_1\}$, $N = \{v, u\}$, $s_I^{\text{RT}} = \{p_0, q_0, v = 0, u = 0\}$. Here, two numeric variables $v$ and $u$ are introduced to represent the upper and lower bounds of the resource variable. $A^{\text{RT}} = \{a_1, a_2, a_4, a_6\}$, where

---

\(^5\) Although the algorithm relies on the finite-domain representation (FDR) of classical planning tasks, we show STRIPS planning tasks since we use that formalism here. For simplicity, we only mention the characteristics of the FDR versions of our examples and do not explain the translation algorithm. While we consider the delete-relaxation, we need delete effects in this section because multiple propositions composing an FDR variable cannot hold simultaneously.
We assume that the tie-breaking strategy prefers $u \geq -1$ to $p_0$ although the opposite results in the same heuristic value.

We show $h_{cr}^{\max}$-values of actions and action costs in each iteration in Table 11 and JGs in Figure 11. In this figure, edge $(v_1, v_2)$ is omitted. We have

$$h_{cr}^{\max}(s_{f}): 4 > h_{cr}^{\max}(s_{f}): 3.$$  

Therefore, in this example, the $h$-value computed with the numeric version is more informative than that of the propositional version.

<table>
<thead>
<tr>
<th>$h_{cr}^{\max}(s_{f}, \psi)$</th>
<th>$u \geq -1$</th>
<th>$p_0$</th>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$p_1$</th>
<th>$v \geq 2$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_4$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 11: $h_{cr}^{\max}(s, \psi)$ and $\text{cost}(a)$ in each iteration in Figure 11.

**Example 9.** Let $\Pi = (F_p, A, s_{f}, G)$ be a classical planning task. $F_p = \{p_0, p_1, v_0, v_1, v_2, v_3\}$, $s_{f} = \{p_0, v_0\}$, and $G = \{p_1\}$. Let $A = \{a_1, a_2, a_3, a_4, a_5, a_6\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>add</th>
<th>del</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$v_0$</td>
<td>$v_1$</td>
<td>$v_0$</td>
<td>3</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v_1$</td>
<td>$v_2$</td>
<td>$v_1$</td>
<td>3</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$v_2$</td>
<td>$v_3$</td>
<td>$v_2$</td>
<td>3</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$v_0$</td>
<td>$v_2$</td>
<td>$v_0$</td>
<td>4</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$v_1$</td>
<td>$v_3$</td>
<td>$v_1$</td>
<td>4</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$p_0, v_3$</td>
<td>$p_1, v_0$</td>
<td>$p_0, v_3$</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 11: JGs constructed by $h_{\text{LM-cut}}$ for the RT translated from a classical planning task in Example 8. The functions $W$, $W_1$, and $W_2$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

We show $h_{\text{max}}$-values of facts and action costs in each iteration in Table 12 and JGs in Figure 12. In this figure, edge $(n_{v13}, n_{v14}, a_6)$ is omitted. We have

$$h_{\text{LM-cut}}(s_I) = 8.$$ 

<table>
<thead>
<tr>
<th>$h_{\text{max}}(s_I, \psi)$</th>
<th>$v_0$</th>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$v_3$</th>
<th>$p_0$</th>
<th>$p_1$</th>
<th>cost($a$)</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>$2$</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>$3$</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$4$</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 12: $h_{\text{max}}(s, \psi)$ and cost($a$) in each iteration.

Figure 12: JGs constructed by $h_{\text{LM-cut}}$ for a classical planning task in Example 9. The functions $W$, $W_1$, $W_2$, and $W_3$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

In an FDR version of this task, if there are two variables where the first one is for $p_0$ and $p_1$, and the second is for $v_0$, $v_1$, $v_2$, and $v_3$, the second variable can be translated into
a resource variable. The resulting RT task is $\langle F_p^RT, N', A_p^RT, s_f^RT, G \rangle$ where $F_p^RT = \{p_0, p_1\}$, $N' = \{v, u\}$, $s_f^RT = \{p_0, v = 0, u = 0\}$. Here, two numeric variables $v$ and $u$ are introduced to represent the upper and lower bounds of the resource variable. $A_p^RT = \{a_1, a_4, a_6\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>add</th>
<th>del</th>
<th>num</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$u \geq -2$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$v++=1, u++=-1$</td>
<td>$3$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$u \geq -1$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$v++=2, u++=-2$</td>
<td>$4$</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$p_0, v \geq 3$</td>
<td>$p_1$</td>
<td>$p_0$</td>
<td>$v++=-3, u++=3$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

We show $h_{\text{cri}}^\text{max}$-values of facts and action costs in each iteration in Table 13 and JGs in Figure 13. In the figure, edges $(n_v \geq 3, n_u \geq -1, a_6)$ and $(n_v \geq 3, n_u \geq -2, a_6)$ are omitted. In the numeric version, the second cut contains $(a_4, \frac{3}{2})$, and $W((n_u \geq -1, n_v \geq 3, a_4)) = \frac{3}{2} \cdot \text{cost}(a_4) = 6$. We have

$$h_{\text{cri}}^\text{LM-cut}(s_f^RT) = 7 \leq h_{\text{cri}}^\text{LM-cut}(s_I) = 8.$$ 

Therefore, in this example, the $h$-value computed with the propositional version is more informative than that of the numeric version.

<table>
<thead>
<tr>
<th>$h_{\text{cri}}^\text{max}(s_I, \psi)$</th>
<th>$u \geq -1$</th>
<th>$v \geq 3$</th>
<th>$p_0$</th>
<th>$p_1$</th>
<th>cost(a)</th>
<th>$a_1$</th>
<th>$a_4$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$6$</td>
<td>$0$</td>
<td>$7$</td>
<td>$1$</td>
<td>$3$</td>
<td>$4$</td>
<td>$1$</td>
</tr>
<tr>
<td>$2$</td>
<td>$0$</td>
<td>$6$</td>
<td>$0$</td>
<td>$6$</td>
<td>$2$</td>
<td>$3$</td>
<td>$4$</td>
<td>$0$</td>
</tr>
<tr>
<td>$3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$3$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Table 13: $h_{\text{cri}}^\text{max}(s, \psi)$ and $\text{cost}(a)$ in each iteration in Figure 13.

Figure 13: JGs constructed by $h_{\text{cri}}^\text{LM-cut}$ for the translated RT from a classical planning task in Example 9. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

From Example 8 and Example 9, we can derive the following proposition.

**Proposition 7.** Given a classical planning tasks with resources $\Pi$ and a state $s$, and their counterparts translated to RT, $\Pi^RT$ and $s_f^RT$, the values $h_{\text{cri}}^\text{LM-cut}(s)$ and $h_{\text{cri}}^\text{max}(s_f^RT)$ are incomparable.

We empirically evaluate the propositional and numeric LM-cut heuristics. The computational setting is the same as it was described in Section 5.6, where we employ \( A^* \) as our search algorithm.

6.3.1 Numeric Domains

First, we compare \( h_{\text{LM-cut}} \) and \( h_{\text{cri}} \) in numeric domains. Recall that the propositional LM-cut assumes that all numeric conditions are achieved with zero cost and considers only propositions in the computation of the JGs. Table 14 shows the results with COUNTERS and FARMLAND-SAT omitted because both versions of LM-cut solve no instances. In this table, as there are only two methods, we show the wall-clock time averaged over instances solved by both of the methods instead of the time score.

Table 14 shows a clear superiority of \( h_{\text{cri}} \) in this domains, covering 63 more instances than \( h_{\text{LM-cut}} \). Specifically, \( h_{\text{cri}} \) outperforms \( h_{\text{LM-cut}} \) in all three dimensions (i.e., coverage, wall time, and number of states expanded) in most domains except for DEPOTS and ROVERS, where wall time and number of state expanded is slightly better for \( h_{\text{LM-cut}} \). We note that these two domains are from the IPC and contain several propositional facts and just a few numeric facts and conditions. Therefore, these results indicate that considering numeric conditions is important particularly in domains with many numeric facts and conditions.
Next, we evaluate the LM-cut heuristics using a set of classical planning domains containing resource variables from the classical optimal track of IPC 1998–2014. If there are multiple versions for the same domain, we use the latest one. Search is performed on the original space, while the numeric heuristic is computed on the numeric version obtained by the translation algorithm (Wilhelm et al., 2018). The results of this comparison are shown in Table 15. In addition to the time to solve an instance, we also show the search time, where the time to translate a task is excluded. Similarly to Table 14, we show solving time and search time averaged over instances solved by the two methods instead of the time score.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Propositional ($h^{LM\text{-cut}}$)</th>
<th>Numeric ($h^{LM\text{-cut}}_{\text{cri}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>c.</td>
<td>t.</td>
</tr>
<tr>
<td>Elevat-11 (20)</td>
<td>18</td>
<td>165.26</td>
</tr>
<tr>
<td>Freee (80)</td>
<td>15</td>
<td>188.61</td>
</tr>
<tr>
<td>Mprime (35)</td>
<td>22</td>
<td>49.51</td>
</tr>
<tr>
<td>Mystery (30)</td>
<td>17</td>
<td>75.96</td>
</tr>
<tr>
<td>NOMyst-11 (20)</td>
<td>14</td>
<td>29.62</td>
</tr>
<tr>
<td>Openst-14 (20)</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>ParcPr-11 (20)</td>
<td>13</td>
<td>11.97</td>
</tr>
<tr>
<td>Pathway (30)</td>
<td>5</td>
<td>14.40</td>
</tr>
<tr>
<td>PipesT (50)</td>
<td>17</td>
<td>92.28</td>
</tr>
<tr>
<td>PipesNoT (50)</td>
<td>12</td>
<td>79.77</td>
</tr>
<tr>
<td>Rovers (40)</td>
<td>7</td>
<td>2.92</td>
</tr>
<tr>
<td>Tpp (30)</td>
<td>6</td>
<td>1.02</td>
</tr>
<tr>
<td>Transp-14 (20)</td>
<td>6</td>
<td>112.76</td>
</tr>
<tr>
<td>Woodwor-11 (20)</td>
<td>12</td>
<td>173.65</td>
</tr>
<tr>
<td>Zenot (20)</td>
<td>13</td>
<td>40.89</td>
</tr>
<tr>
<td><strong>Total</strong> (505)</td>
<td>177</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 15: Coverage (‘c.’), average time (‘t.’), average search time excluding time to translate tasks (‘s.’), and # of states expanded (‘e.’) excluding the last $f$-layer by the propositional and numeric LM-cut heuristics in classical domains with resource variables. The time and # of states are averaged over instances solved by both versions.

The translation into a numeric task increases the coverage on three domains and reduces the number of the expanded states and search time on seven domains. However, the propositional version solves more instances than the numeric version on four domains. Note also that the number of states expanded is almost always smaller for the numeric version of the LM-cut. While the grounding process for the numeric version is usually marginal when compared to the total solving time, there are a few domains (e.g., Mystery and NOMyst-11) where the grounding process takes significantly more time than the search itself.
7. Operator-Counting

In classical planning, LM-cut is combined with other techniques in the operator-counting (OC) framework (Pommerening et al., 2014) to obtain strong admissible heuristics. This section generalizes LM-cut in the OC framework to numeric planning and proposes a family of novel admissible heuristics. We empirically show that our OC heuristics achieve state-of-the-art performance in rt.

The OC framework unifies linear/integer programming (LP/IP) based heuristics using the optimal cost for the following problem as a heuristic value (Pommerening et al., 2014):

\[
\text{minimize } \sum_{a \in A} \text{cost}(a)X_a \\
\text{subject to } DX + EY \leq b, \quad X_a \geq 0, \quad \forall a \in A, \\
X \in \mathbb{N}_0^{|A|}, Y \in \mathbb{R}^n,
\]

where \(X_a\) for each \(a \in A\) is a decision variable representing the number of occurrences of action \(a\) in a plan, and \(Y\) is a vector of auxiliary variables. The set of OC constraints is represented by \(DX + EY \leq b\) and corresponds to linear inequalities over \(X_a\) such that for every plan \(\pi\) and \(a \in A\), \(X_a = \text{count}(\pi, a)\) satisfies \(DX + EY \leq b\) where \(\text{count}(\pi, a)\) is the number of occurrences of action \(a\) in \(\pi\).\(^6\) Since the optimal cost of the LP/IP problem is a lower bound of the cost of every plan, the OC heuristics are admissible. Adding OC constraints does not remove feasible solutions for a task and tightens the bound (i.e., results in a stronger heuristic). Therefore, different types of OC constraints can be used together to improve the heuristic informativeness.

7.1 Operator-Counting Heuristics

The OC framework was first proposed in classical planning and recent works by Scala et al. (2017) and Piacentini et al. (2018b) applied this framework to numeric planning. Scala et al. (2017) extract landmarks from the delete-relaxed task using the AND/OR graph, while Piacentini et al. (2018b) introduced the state equation constraints (SEQ) (Bonet, 2013) and the delete-relaxation constraints (Imai & Fukunaga, 2015) into sct.

In theory, OC heuristics do not have to be implemented in the delete-relaxed setting. However, to the best of our knowledge, all the OC heuristics for RT that account for numeric conditions, except for SEQ, under-approximate \(h^+\). This observation may be due to the fact that all these heuristics were adapted from the delete-relaxed setting of classical planning. As shown in our experiments, considering constraints from outside the delete-relaxed setting may be the reason why the SEQ constraints are complementary to the landmarks and delete-relaxation constraints.

We show that the cuts produced by \(h_{\text{cri}}^{\text{LM-cut}}\) are also delete-relaxed OC constraints (see Theorem 6 in the following subsection). Moreover, since these constraints approximate \(h^+\) or \(h^*\) using an LP, they all can be combined in various configurations to obtain a tighter

\(^6\) Here \(X\) is a vector of decision variables \(X_a\), \(D \in \mathbb{Q}^{|A| \times m}\) and \(E \in \mathbb{Q}^{n \times m}\) are matrices and \(b \in \mathbb{Q}^m\) is a vector.
Table 16: Constraints and solvers used by OC heuristics. ‘LM-cut (cri)’ and ‘LM-cut (cri, +)’ indicate the OC constraints extracted by $h_{LM-cut}^{cri}$ and $h_{LM-cut}^{cri,+}$ as in Theorem 7. ‘LP, rounded up’ used by $h_{LC,S}^{I_c,L}$ indicates that the heuristic value computed by LP is rounded up in the same way as $h_{cri}^{LM-cut}$, and the admissibility is proved accordingly to Theorem 3.

approximations. Since the IP solution of the delete-relaxation constraints calculates $h^+$, the heuristic $h_{IP}^c$ that combines the delete-relaxation and SEQ constraint, solving the IP, approximates the delete-relaxation from above resulting in $h^+ \leq h_{IP}^c \leq h^*$.

Table 16 shows different OC heuristic and solver configurations (i.e., LP or IP). The $h_{lbdd}^{lm+}$ heuristic as well as the delete-relaxed AND/OR graph landmark extraction, denoted as ‘AND/OR landmarks’ in Table 16, were proposed by Scala et al. (2017). The heuristics $h_{IP}^c$ and $h_{IP}^c$ with the set of delete-relaxation constraints and SEQ were proposed by Piacentini et al. (2018b). All other combinations of constraints in Table 16 are novel. Note that, as in most planning problems, the informativeness of a heuristic is not the only relevant characteristic: in most cases a good heuristic combines informativeness with speed.

### 7.2 LM-Cut for Operator-Counting Constraints

We now present how to obtain OC constraints using the numeric LM-cut heuristic $h_{cri}^{LM-cut}$. First, let us recall the general structure of a landmark constraint in classical planning. Given a disjunctive action landmark $L$, the landmark constraint is as follows (Bonet & Helmert, 2010):

$$
\sum_{a \in \text{lb}(L)} X_a \geq 1.
$$

Note that this inequality is an OC constraint. In classical planning, the landmarks extracted by $h_{cri}^{LM-cut}$ can be used to generate landmark constraints (Pommerening et al., 2014). We generalize this approach for numeric tasks employing the following result.
**Theorem 6.** Given an RT, let \( L \) be a cut obtained by \( h_{cri}^{LM-cut} \). Let \( \text{count}(\pi, a) \) be the number of times action \( a \) appears in a plan \( \pi \). Then, the following relation holds for any \( \pi \)

\[
\sum_{a \in \text{lbl}(L)} \frac{\text{count}(\pi, a)}{m_a^{\min}(L)} \geq 1.
\]  

**Proof.** Let \( \pi \) be a plan for the RT, and let \( L = (N^0, N^g) \) be the cut in the JG. Recall that \( \partial^m(L) \) is a disjunctive fact landmark by Lemma 1. Thus, there is at least one fact in \( \partial^m(L) \) that is achieved by the plan \( \pi \). Let \( \psi_0 \) be the first fact in \( N^g \) that is achieved by \( \pi \), and let \( a_0 \) be the action in \( \pi \) that achieves \( \psi_0 \), i.e., \( a_0 \in \text{lbl}(L_{\psi_0}) \cap \pi \), where \( \text{lbl}(L_{\psi_0}) = \text{supp}(\psi_0) \cap \text{lbl}(L) \). Note that we can restrict the actions that achieve \( \psi_0 \) to \( \text{lbl}(L_{\psi_0}) \), since to apply an action from \( \text{supp}(\psi_0) \setminus \text{lbl}(L_{\psi_0}) \) we need to achieve at least one fact in \( N^g \).

Next, note that if \( m_{a_0}(s, \psi_0) \leq 1 \), it holds that

\[
1 \leq \frac{\text{count}(\pi, a_0)}{m_{a_0}(s, \psi_0)} \leq \frac{\text{count}(\pi, a_0)}{m_{a_0}^{\min}(L)} \leq \sum_{a \in \text{lbl}(L)} \frac{\text{count}(\pi, a)}{m_a^{\min}(L)}. \tag{6}
\]

Thus, assume that \( m_{a_0}(s, \psi_0) > 1 \) and \( \psi_0 \in \mathcal{F}_a \) is a numeric fact, i.e., \( \psi_0 \) is of the form \( v \geq w_0 \). For each \( a \in \text{supp}(\psi_0) \) it holds that \( v = k^a \in \text{eff}(a) \). Recall that by assumption \( \psi_0 \) is the first fact in \( N^g \) that is achieved by \( \pi \), thus we can write

\[
w_0 \leq s[v] + \sum_{a \in \text{lbl}(L_{\psi_0})} k^a \cdot \text{count}(\pi, a).
\]

To get the result stated in the theorem we need to subtract from both sides of the inequality above \( s[v] \), and subsequently divide it by \( w_0 - s[v] \), which is greater than zero, by the assumption that \( s \not= \psi_0 \):

\[
1 \leq \sum_{a \in \text{lbl}(L_{\psi_0})} \frac{k^a}{w_0 - s[v]} \cdot \text{count}(\pi, a) = \sum_{a \in \text{lbl}(L_{\psi_0})} \frac{\text{count}(\pi, a)}{m_{a_0}(s, \psi_0)} \leq \sum_{a \in \text{lbl}(L)} \frac{\text{count}(\pi, a)}{m_a^{\min}(L)}. \tag{6}
\]

From Theorem 6, we derive the following OC constraint:

\[
\sum_{a \in \text{lbl}(L)} \frac{X_a}{m_a^{\min}(L)} \geq 1, \tag{7}
\]

where \( L \) is a cut obtained by the LM-cut heuristic. Another immediate corollary of Theorem 6 is that Constraint (7) can be used in an IP to provide a hyper-plane that can potentially speed up the work of the solver in finding \( h^+ \). However, as we see in the next subsection, this approach does not grant a performance boost.

Note that repeating the proof for Theorem 6 verbatim we can also obtain the following.

**Theorem 7.** Given an RT, let \( L \) be a cut obtained by \( h_{cri}^{LM-cut} \). Let \( \text{count}(\pi, a) \) be the number of times action \( a \) appears in a plan \( \pi \). The following holds for any \( \pi \)

\[
\sum_{a \in \text{lbl}(L)} \frac{\text{count}(\pi, a)}{m_a^{\min}(L)} \geq 1, \tag{8}
\]

where \( m_a^{\min+} = \min_{(n, n', a) \in L} m_a^{\min}(s, \psi') \).
We do not prove this claim directly because the proof repeats verbatim the proof of Theorem 6, with the omission of Equation (6). As presented in the next subsection, OC heuristics that are based on the cuts of $h_{\text{LM-cut}}^\text{cri}$ perform slightly better than those that are based on the cuts generated by $h_{\text{cri,+}}^\text{LM-cut}$.

7.3 Operator Counting – Experimental Evaluation

The setting we use here is the same as in Section 5.6: we plan optimally using the $A^*$ search with a time limit of 30 minutes and memory limit of 4 GB. The search and all heuristics were implemented in NFD using C++11 with GCC 7.5.0, while the mathematical programming solver used for these heuristics is IBM CPLEX 12.10.

In classical planning, the combination of the LM-cut constraints and SEQ outperforms the individual components (Pommerening et al., 2014). To examine whether this is also the case with numeric planning, we evaluate the following OC heuristics using LP:

- $h_{\text{LC}}^\text{LP}$ which uses the LM-cut constraints (Equation (7)),
- $h_{\text{LP}}^S$ which uses the numeric planning version of SEQ, and
- $h_{\text{LC,S}}^\text{LP}$ which uses both.

The constraints used by the LP and IP heuristics can be found in Table 16. A task is translated into an rt when computing numeric LM-cut. For the numeric heuristics, we add the redundant constraints to the goal conditions and preconditions of actions in the same way as Scala et al. (2016a). The results of this comparison are shown in Table 17. FARMLAND-SAT is omitted in this table because no instance is solved by any configuration.

While $h_{\text{LC}}^\text{LP}$ and $h_{\text{LP}}^S$ are complementary on most of the domains, the coverage of $h_{\text{LC,S}}^\text{LP}$ is equal to the maximum of $h_{\text{LC}}^\text{LP}$ and $h_{\text{LP}}^S$. Furthermore, on GARDENING, GARDENING-SAT, and SATELLITE, $h_{\text{LC,S}}^\text{LP}$ expands fewer states and finds solutions faster than both of the components.

In total, $h_{\text{LC,S}}^\text{LP}$ has the highest coverage among all of the evaluated heuristics including $h_{\text{IP}}^c$. Heuristic $h_{\text{IP}}^c$ expands fewer states than $h_{\text{LP}}^\text{LC,S}$ in all domains, which is consistent with the fact that the LM-cut constraints in $h_{\text{LP}}^\text{LC,S}$ are an estimation of the delete-relaxation constraints in $h_{\text{IP}}^c$. In contrast, $h_{\text{LP}}^\text{LC,S}$ has higher time scores than $h_{\text{IP}}^c$ in all domains, which suggests that the former is faster to compute than the latter. $h_{\text{LP}}^c$, the LP version of $h_{\text{IP}}^c$, is also slower than $h_{\text{LP}}^\text{LC,S}$, indicating that the delete-relaxation constraints are informative, but slow to compute. In the majority of the domains, the computational advantage of $h_{\text{LP}}^\text{LC,S}$ results in the higher coverage. However, on SAILING-SAT, $h_{\text{IP}}^c$ solves 12 more instances than $h_{\text{LP}}^\text{LC,S}$, indicating that the informativeness of $h_{\text{IP}}^c$ is more beneficial in this domain.

Using $h_{\text{cri,+}}^\text{LM-cut}$ based constraints or the $h_{\text{cri}}^\text{LM-cut}$ based rounding up and adding more constraints to $h_{\text{IP}}^c$ and $h_{\text{LP}}^\text{LC,S}$ do not improve the coverage.

8. Overall Experimental Evaluation

This section compares the best performing heuristics from Section 5 and Section 7 (i.e., $h_{\text{cri}}^\text{LM-cut}$ and $h_{\text{IP}}^\text{LC,S}$, respectively) to the state-of-the-art heuristics in the literature. The
The heuristics we compare to are: the numeric max heuristic \( \hat{h}_{\text{hbd+}}^{\text{max}} \) (Scala et al., 2020), the numeric landmark heuristic \( h^{\text{lm+}}_{\text{hbd}} \) (Scala et al., 2017), the generalised subgoaling heuristic \( h_{\text{hbd}}^{\text{gen}} \) (Scala et al., 2018b), and the optimal numeric delete-relaxation heuristic \( h_{\text{IP}}^{\text{c}} \) (Piacentini et al., 2018b). A task is translated into an \( \text{RT} \) when computing numeric LM-cut. For the numeric heuristics, we add the redundant constraints to the goal conditions and preconditions of actions in the same way as Scala et al. (2016a).

Experimental setting is the same as in the previous section. Domains with simple conditions are due to Scala et al. (2016a, 2017, 2020) with duplicate tasks excluded. ZENOTRAN was excluded since numeric conditions are not simple (Piacentini et al., 2018b). A task is translated into an \( \text{RT} \) when computing numeric LM-cut. For the numeric heuristics, we add the redundant constraints to the goal conditions and preconditions of actions in the same way as Scala et al. (2016a).

Table 17: Coverage, time score, and \# of states expanded excluding the last \( f \)-layer by the OC heuristics. \# of states are averaged over instances solved by all methods.
For $h_{\text{bd}+}^{\text{rm}}$, $h_{\text{bd}}^{\text{lm}+}$, and $h_{\text{bd}}^{\text{gen}}$, in addition to our implementations in NFD, we evaluate the original implementations in ENHSP-19\footnote{https://sites.google.com/view/enhsp/} using OpenJDK 11.0.9.1.

Table 18 shows the experimental results. Our $h_{\text{cri}}^{\text{LM-cut}}$ heuristic improves coverage by 17 tasks compared to the next best non-LP heuristic. The overall best performing heuristic

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{domain} & \textbf{smallcounters} & \textbf{counters} & \textbf{counters-inv} & \textbf{counters-rnd} & \textbf{farmland} & \textbf{farmland-sat} & \textbf{gardening} & \textbf{gardening-sat} & \textbf{sailing} & \textbf{sailing-sat} & \textbf{depots} & \textbf{rovers} & \textbf{satellite} \\
\hline
\textbf{smallcounters} (8) & 19843 & 18945 & 212923 & 90990 & 40366 & 40366 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{counters-inv} (11) & 0 & 0 & 0 & 158 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{counters-rnd} (33) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{farmland} (30) & 2185 & 1534 & 0 & 1753 & 1753 & 2191 & 657 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{gardening} (63) & 8014 & 5456 & 0 & 5352 & 3574 & 3504 & 3522 & 15 & 40 & 0 & 0 & 0 & 0 \\
\textbf{gardening-sat} (51) & 0 & 3137 & 0 & 3424 & 1321 & 0 & 1019 & 2 & 6 & 0 & 0 & 0 & 0 \\
\textbf{sailing} (40) & 60572 & 31813 & 0 & 1128 & 629 & 628 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{sailing-sat} (40) & 0 & 15050 & 0 & 15050 & 15050 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{depots} (20) & 111 & 80 & 50 & 30 & 6 & 76 & 50 & 0 & 0 & 0 & 0 & 0 & 0 \\
\textbf{rovers} (20) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{Coverage, time score, and # of states expanded excluding the last $f$-layer by different numeric heuristics on scts. ‘N’ and ‘E’ mean the implementations in NFD and ENHSP-19, respectively. \# of states are averaged over instances solved by all methods.}
\end{table}
is $h^{\text{LC,S}}_{\text{LP}}$, that is, the OC heuristic that includes the constraints produced by the LM-cut procedure and the numeric version of SEQ. This heuristic improves coverage by 19 tasks over the next best state-of-the-art heuristic $h^c_{\text{IP}}$.

9. Conclusion

We present a family of LM-cut heuristics that are extended to handle numeric planning problems with simple conditions. In order to obtain a strong and admissible estimate, we introduce an inadmissible variant of $h^{\text{max}}$ which is used to construct a justification graph that, in turn, produces cuts for the numeric version of LM-cut. We show that the resulting heuristic, $h^{\text{LM-cut}}_{\text{cri}}$, is admissible. Moreover, we present several procedures on how to employ existing numeric versions of $h^{\text{max}}$ to construct the justification graph and, thus, create novel numeric LM-cut variants.

We provide a thorough theoretical comparison of all versions of numeric LM-cut we developed with all numeric $h^{\text{max}}$-based heuristics present in the literature showing if there is dominance or incompatibility relation between each pair of heuristics. Although our admissible version of LM-cut does not show any theoretical dominance over the existing heuristics, its empirical performance is much stronger, achieving a significant increase in coverage when compared with numeric $h^{\text{max}}$ relaxations present in the literature. Moreover, we compare our version of LM-cut with the classical one and show, surprisingly, that our version obtains a better coverage not only on numeric domains, but also on classical ones that are translated to numeric domains.

We also transform the cuts produced by numeric LM-cut into operator-counting constraints. The strength of this technique is most evident when LM-cut constraints are combined with SEQ constraints within the operator-counting framework. When compared against various combinations of operator-counting constraints, this heuristic achieves state-of-the-art performance in most numeric domains.
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Appendix A.

Here, we show an RT where $h_{hbd}^{LM\text{-cut}}$ returns an inadmissible heuristic value.

**Example 10.** Let $\Pi_{RT} = \langle F_p, N, A, s_I, G \rangle$ be an RT with $F_p = \{ p_1, p_2, p_3, p_4, p_5, g_1, g_2 \}$ and $N = \{ v \}$. Let $s_I = \{ v = 0 \}, G = \{ g_1, g_2 \}$, and $A = \{ a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8, a_9, a_{10} \}$ where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$p_1$</td>
<td>3</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$p_2$</td>
<td>1</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\emptyset$</td>
<td>$p_3$</td>
<td>5</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$p_1$</td>
<td>$p_4$</td>
<td>1</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$p_2$</td>
<td>$p_5$</td>
<td>1</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$p_3$</td>
<td>$v += 1$</td>
<td>0</td>
</tr>
<tr>
<td>$a_7$</td>
<td>$p_4, p_5$</td>
<td>$v += 1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_8$</td>
<td>$p_4$</td>
<td>$g_1$</td>
<td>0</td>
</tr>
<tr>
<td>$a_9$</td>
<td>$p_5$</td>
<td>$g_2$</td>
<td>0</td>
</tr>
<tr>
<td>$a_{10}$</td>
<td>$v \geq 1$</td>
<td>$g_1, g_2$</td>
<td>0</td>
</tr>
</tbody>
</table>

The hypergraph representation of the task is shown in Figure 14. The optimal plan is $\langle a_3, a_6, a_{10} \rangle$ with the cost of 5.

![Hypergraph representation](image)

Figure 14: A hypergraph representation of Example 10. The action costs are shown in parentheses.

Consider $h_{hbd}^{LM\text{-cut}}$ for this task using the justification graphs for $h_{hbd}^{max}$. Let $L_i$ be the cut extracted in the i-th iteration in the computation of $h_{hbd}^{LM\text{-cut}}$. For each task, we show the value of $h_{hbd}^{max}(s_I, \psi)$ for each fact $\psi$ and cost($a$) for each action $a$ is shown in Table 19.

Since $h_{hbd}^{max}(s_I, p_3) = 5$, $h_{hbd}^{max}(s_I, p_4) = 4$, and $h_{hbd}^{max}(s_I, p_5) = 2$ in $\Pi_{RT}$ and $\Pi_{1\text{RT}}$ and $h_{hbd}^{max}(s_I, p_3) = 3$ in $\Pi_{1\text{RT}}$,

\[
\begin{align*}
h_{hbd}^{max}(s_I, v \geq 1) & = \min\{h_{hbd}^{max}(s_I, p_3), \max\{h_{hbd}^{max}(s_I, p_4), h_{hbd}^{max}(s_I, p_5)\}\} + \min\{\text{cost}(a_6), \text{cost}(a_7)\} \\
& = h_{hbd}^{max}(s_I, p_4) + \min\{\text{cost}(a_6), \text{cost}(a_7)\}
\end{align*}
\]

and

\[
\begin{align*}
\text{pcf}(s_I, a_6, v \geq 1) & = \text{pcf}(s_I, a_7, v \geq 1) = p_4.
\end{align*}
\]
\[ h_{\text{hbd}}(s_I, \psi) \]

<table>
<thead>
<tr>
<th>(h_{\text{hbd}}(s_I, \psi))</th>
<th>(p_1)</th>
<th>(p_2)</th>
<th>(p_3)</th>
<th>(p_4)</th>
<th>(p_5)</th>
<th>(v \geq 1)</th>
<th>(g_1)</th>
<th>(g_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ \text{cost}(a) \]

<table>
<thead>
<tr>
<th>(a)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
<th>(a_5)</th>
<th>(a_6)</th>
<th>(a_7)</th>
<th>(a_8)</th>
<th>(a_9)</th>
<th>(a_{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 19: \(h_{\text{hbd}}^{\text{max}}(s_I, \psi)\) and \(\text{cost}(a)\) in each iteration.

Since \(\text{cost}(a_8) = 0\), \(p_4 \in N^g\). Likewise, in \(\Pi_{3}^{\text{RT}}\) and \(\Pi_{2}^{\text{RT}}\),

\[ \text{pcf}(s_I, a_6, v \geq 1) = \text{pcf}(s_I, a_7, v \geq 1) = p_5 \]

and \(p_5 \in N^g\). The justification graphs are shown in Figure 10. While the same justification graphs are shared by \(\Pi_{1}^{\text{RT}}\) and \(\Pi_{1}^{\text{RT}}\), another one is shared by \(\Pi_{2}^{\text{RT}}\) and \(\Pi_{3}^{\text{RT}}\). Note that \(p_3\) never appears in the justification graphs because \(\text{pcf}(s_I, a_6, v \geq 1) \neq p_3\). We have

\[ h_{\text{hbd}}^{\text{max}}(s_I) = 4 < h^*(s_I) = 5 < h_{\text{hbd}}^{\text{LM-cut}}(s_I) = 6. \]

Figure 15: JGs for the RT in Example 10. The functions \(W, W_1, W_2,\) and \(W_3\) denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

The inadmissibility of \(h_{\text{hbd}}^{\text{LM-cut}}\) follows directly from Example 10. Next, we show that \(h_{\text{cri}}^{\text{max}}\) is inadmissible.

**Example 11.** Let \(\langle F_p, N, A, s_I, G \rangle\) be an RT with \(F_p = \emptyset\) and \(N = \{v\}\). Let \(s_I = \{v = 0\}\), \(G = \{v \geq 6\}\), and \(A = \{a_1, a_2\}\), where
<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v =+ 1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 2$</td>
<td>$v =+ 2$</td>
<td>1</td>
</tr>
</tbody>
</table>

Note, that in this case $F_n = \{v \geq 2, v \geq 6\}$, and the JG can be seen in Figure 16, where the critical path is indicated in red and the landmarks of numeric LM-cut are denoted by vertical lines. Thus, we have:

$$h_{\text{bhd}}^{\text{max}}(s_I) = 3 < h_{\text{cri}}^{\text{LM-cut}}(s_I) = h^*(s_I) = 4 < h_{\text{cri}}^{\text{max}}(s_I) = 5.$$ 

Figure 16: A JG for the RT in Example 11. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

### Appendix B.

This appendix is dedicated to the proof of all incomparability relations presented in Table 6. To prove that two heuristics, $h_1$ and $h_2$, are incomparable we need to present two planning tasks $\Pi_1$ and $\Pi_2$ with two states $s_1$ and $s_2$, respectively such that $h_1(s_1) < h_2(s_1)$ and $h_2(s_2) < h_1(s_2)$. The catalog for such examples can be found in Table 20 and Table 21. In what follows, we compute and compare the $h$-values for the heuristics in the examples.

<table>
<thead>
<tr>
<th>example</th>
<th>$h_{\text{bhd}}^{\text{max}}$</th>
<th>$h_{\text{ir}}^{\text{max}}$</th>
<th>$h_{\text{ir}}^{\text{LM-cut}}$</th>
<th>$h_{\text{ir,m}}^{\text{LM-cut}}$</th>
<th>$h_{\text{cri}}^{\text{LM-cut}}$</th>
<th>$h_{\text{cri,m+}}^{\text{LM-cut}}$</th>
<th>$h_{\text{cri}}^{\text{LM-cut}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 12</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Example 13</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Example 14</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Example 15</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Example 16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.9</td>
<td>1</td>
<td>[1.9, 2.9]</td>
</tr>
<tr>
<td>Example 17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Example 18</td>
<td>2</td>
<td>2</td>
<td>3.9</td>
<td>2.9</td>
<td>2.9</td>
<td>2.9</td>
<td>[2.9, 3.9]</td>
</tr>
<tr>
<td>Example 19</td>
<td>2</td>
<td>1</td>
<td>1.6</td>
<td>2.6</td>
<td>2.1</td>
<td>2.6</td>
<td>[2.6, 3.6]</td>
</tr>
</tbody>
</table>

Table 20: $h$-values of the heuristics in examples.

**Example 12.** Let $\Pi^{\text{rt}} = (F_p, N, A, s_I, G)$ be an RT with $F_p = \emptyset$ and $N = \{v, u\}$. Let $s_I = \{v = 0, u = 0\}$, $G = \{v \geq 2\}$, and $A = \{a_1, a_2\}$, where
Table 21: Pairs of examples with which heuristics are proved to be incompatible. In each cell, in the left example, the heuristic in a row has the higher \( h \)-value than the heuristic in a column, and vice versa in the right example. ‘\( \leq \)’ means the heuristic in a column dominates the heuristic in a row.

<table>
<thead>
<tr>
<th>( h_{\text{max}}^{\text{hbd}} )</th>
<th>( h_{\text{max}}^{\text{ir}} )</th>
<th>( h_{\text{max}}^{\text{LM-cut}} )</th>
<th>( h_{\text{max}}^{\text{LM-cut},+} )</th>
<th>( h_{\text{cri}} )</th>
<th>( h_{\text{cri},+} )</th>
<th>( h_{\text{cri}}^{\text{LM-cut}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>13, 12</td>
<td>13, 12</td>
<td>13, 12</td>
<td>13, 12</td>
<td>13, 12</td>
<td>13, 12</td>
<td>13, 12</td>
</tr>
</tbody>
</table>

We show the \( h \)-values of the heuristics.

\[
h_{\text{max}}^{\text{hbd}}(s_I) = h_{\text{max}}^{\text{ir}}(s_I, v \geq 2) = \min\{2 \cdot \text{cost}(a_1), 2 \cdot \text{cost}(a_2)\} = 2 \cdot \text{cost}(a_1) = 2.
\]

Since \( h_{\text{max}}^{\text{ir}}(s_I, u \geq 1) = \text{cost}(a_2) = 3, \)

\[
h_{\text{max}}^{\text{ir}}(s_I, v \geq 2) = \min\{h_{\text{max}}^{\text{ir}}(s_I, u \geq 1) + \text{cost}(a_1), \text{cost}(a_2)\} = \text{cost}(a_2) = 3.
\]

For the LM-cut heuristics, since this task has at most one precondition for each action and only one goal condition, the JGs are the same for all iterations except for the edge weights. For \( h_{\text{cri}}^{\text{ir}} \), we show \( h_{\text{max}}^{\text{ir}} \)-values of facts and action costs in each iteration in Table 22 and the justification graph and cuts in Figure 17. We have \( h_{\text{cri}}^{\text{LM-cut}}(s_I) = 3.\)

<table>
<thead>
<tr>
<th>( h_{\text{max}}^{\text{ir}}(s, \psi) )</th>
<th>( u \geq 1 )</th>
<th>( v \geq 2 )</th>
<th>( \text{cost}(a) )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 22: \( h_{\text{max}}^{\text{ir}}(s_I, \psi) \) and \( \text{cost}(a) \) in each iteration in Example 12.

For \( h_{\text{cri}}^{\text{LM-cut}} \), we show \( h_{\text{max}}^{\text{cri}} \)-values of facts and action costs in each iteration in Table 23 and the justification graph and cuts in Figure 18. We have \( h_{\text{cri}}^{\text{LM-cut}}(s_I) = 4. \) Since all action costs and action multipliers are positive integer,

\[
h_{\text{cri}}^{\text{LM-cut}}(s_I) = h_{\text{cri},+}^{\text{LM-cut}}(s_I) = h_{\text{cri},m}^{\text{LM-cut}}(s_I) = h_{\text{cri},m+}^{\text{LM-cut}}(s_I) = 4.
\]

Example 13. Let \( \Pi^{\text{rt}} = (\mathcal{F}_p, \mathcal{N}, \mathcal{A}, s_I, G) \) be an \( \text{RT} \) with \( \mathcal{F}_p = \{p, g\} \) and \( \mathcal{N} = \{v\} \). Let, the rest of elements in the tuple be \( s_I = \{v = 0\}, G = \{g\}, \) and \( \mathcal{A} = \{a_1, a_2, a_3, a_4\}, \) where
Kuroiwa, Shleyfman, Piacentini, Castro, & Beck

Figure 17: A JG created by $h_{LM}^{ir}$-cut for the RT in Example 12. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

\[
\begin{array}{c|ccc|cc}
   h_{cri}^{\text{max}}(s, \psi) & u \geq 1 & v \geq 2 & \text{cost}(a) & a_1 & a_2 \\
   \hline
   1 & 3 & 5 & 1 & 1 & 3 \\
   2 & 2 & 2 & 2 & 0 & 2 \\
   3 & 0 & 0 & 3 & 0 & 0 \\
\end{array}
\]

Table 23: $h_{cri}^{\text{max}}(s_I, \psi)$ and cost$(a)$ in each iteration in Example 12.

Figure 18: A JG created by $h_{cri}^{LM}$-cut for the RT in Example 12. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v += 1$</td>
<td>2</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 1$</td>
<td>$p$</td>
<td>2</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$p$</td>
<td>$g$</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$v \geq 2$</td>
<td>$g$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 24: $h_{cri}^{LM}(s_I)$ and $h_{cri}^{LM}(s_I, g)$ in each iteration of $h_{cri}^{LM}$-cut in Figure 19. We have $h_{cri}^{LM}(s_I) = 3$ and $h_{cri}^{LM}(s_I, g) = 3$.

For the LM-cut heuristics, since each action has at most one precondition and there is only one goal condition, the justification graphs are the same except for the edge weights. We show the $h_{cri}^{\text{max}}$-values of facts and action costs in each iteration of $h_{cri}^{LM}$-cut in Table 25 and the justification graph and cuts in Figure 20. We have $h_{cri}^{LM}(s_I) = 4$.
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**Table 24:** \( h_{ir}^{\text{max}}(s_I, \psi) \) and \( \text{cost}(a) \) in each iteration in Example 13.

<table>
<thead>
<tr>
<th>( h_{ir}^{\text{max}}(s_I, \psi) )</th>
<th>( v \geq 1 )</th>
<th>( p )</th>
<th>( v \geq 2 )</th>
<th>( g )</th>
<th>( \text{cost}(a) )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Since all action costs and action multipliers are positive integer,

\[
\overline{h}_{cri}^{\text{LM-cut}}(s_I) = h_{cri}^{\text{LM-cut}}(s_I) = h_{ir}^{\text{LM-cut}}(s_I) = h_{ir,m}^{\text{LM-cut}}(s_I) = h_{cri}^{\text{LM-cut}}(s_I) = 4.
\]

Since only one action has a numeric effect, \( h_{hbd}^{\text{max}} \) is the same as \( h_{cri}^{\text{max}} \).

\[
h_{hbd}^{\text{max}}(s_I) = h_{cri}^{\text{max}}(s_I, \psi) = h_{cri}^{\text{max}}(s_I, g) = 5.
\]

**Table 25:** \( h_{cri}^{\text{max}}(s_I, \psi) \) and \( \text{cost}(a) \) in each iteration in Example 13.

<table>
<thead>
<tr>
<th>( h_{cri}^{\text{max}}(s_I, \psi) )</th>
<th>( v \geq 1 )</th>
<th>( p )</th>
<th>( v \geq 2 )</th>
<th>( g )</th>
<th>( \text{cost}(a) )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Example 14.** Let \( \Pi^{rt} = (\mathcal{F}_p, N, A, s_I, G) \) be an RT with \( \mathcal{F}_p = \{ p, g \} \) and \( N = \{ v \} \). Let \( s_I = \{ v = 0 \} \), \( G = \{ v \geq 2, g \} \), and \( A = \{ a_1, a_2 \} \), where

\[
\begin{array}{c|ccc|c}
\text{action} & \text{pre} & \text{eff} & \text{cost} \\
\hline
a_1 & \emptyset & v += 1, p & 1 \\
a_2 & p & v += 2, g & 1 \\
\end{array}
\]

In this example, we assume that the tie-breaking strategy prefers \( v \geq 2 \) to \( g \).
Figure 20: A JG constructed by $h_{\text{LM-cut}}^{\text{LM-cut}}$ for the RT in Example 13. The functions $W$, $W_1$, and $W_2$ denote the consequent cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

<table>
<thead>
<tr>
<th>$\psi$</th>
<th>$h_{\text{bbox}}^{\max}(s_I, \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>1</td>
</tr>
<tr>
<td>$v \geq 2$</td>
<td>1</td>
</tr>
<tr>
<td>$g$</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 26: $h_{\text{bbox}}^{\max}(s_I, \psi)$ for each $\psi$ in Example 14.

We show the $h_{\text{bbox}}^{\max}$-values of facts in Table 26. We have

$$h_{\text{bbox}}^{\max}(s_I) = h_{\text{bbox}}^{\max}(s_I, g) = 2.$$  

We show the $h_{\text{ir}}^{\max}$-values of facts and action costs in each iteration in Table 24 and the justification graph and cuts in Figure 21. We have

$$h_{\text{ir}}^{\max}(s_I) = h_{\text{LM-cut}}^{\text{LM-cut}}(s_I) = 2.$$  

<table>
<thead>
<tr>
<th>$h_{\text{ir}}^{\max}(s_I, \psi)$</th>
<th>$p$</th>
<th>$v \geq 2$</th>
<th>$g$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 27: $h_{\text{ir}}^{\max}(s_I, \psi)$ and $\text{cost}(a)$ in each iteration of $h_{\text{ir}}^{\text{LM-cut}}$ in Example 14.

For $h_{\text{ir},m}^{\text{LM-cut}}$, we show the $h_{\text{ir}}^{\max}$-values of facts and action costs in each iteration in Table 28 and the justification graph and cuts in Figure 22. We have

$$h_{\text{ir},m}^{\text{LM-cut}}(s_I) = 2.$$  

Since all action multipliers are greater than or equal to 1,

$$h_{\text{ir},m}^{\text{LM-cut}}(s_I) = h_{\text{ir},m}^{\text{LM-cut}}(s_I) = 2.$$
Figure 21: JGs constructed by $h_{\text{max}}^{\text{ir}}$ for the RT in Example 14. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

(a) The first cut.  
(b) The second cut.

$W(L_1) = 1$  
$W_1(L_2) = 1$

(a) The first cut.  
(b) The second cut.

Figure 22: JGs constructed by $h_{\text{max}}^{\text{ir}, m}$ for the RT in Example 14. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

We show the $h_{\text{cri}}^{\text{max}}$ values of facts and action costs in each iteration in Table 29 and the justification graph and cuts in Figure 23. We have,

$h_{\text{LM-cut}}^{\text{cri}}(s_I) = 1.5$.

Since all action costs in $\Pi^{\text{RT}}$ and action multipliers are positive integer,

$h_{\text{cri}, +}^{\text{LM-cut}}(s_I) = h_{\text{cri}}^{\text{LM-cut}}(s_I) = 1.5$.

Example 15. Let $\langle F_p, N, A, s_I, G \rangle$ be an RT with $F_p = \emptyset$ and $N = \{v, u\}$. Let $s_I = \{v = 0, u = 0\}$, $G = \{u \geq 1\}$, and $A = \{a_1, a_2\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v \leftarrow 2$</td>
<td>1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$v \geq 1$</td>
<td>$u \leftarrow 2$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 28: $h_{\text{max}}^{\text{ir}}(s_I, \psi)$ and $\text{cost}(a)$ in each iteration of $h_{\text{LM-cut}}^{\text{ir}, m}$ in Example 14.
The table below shows the maximum heuristic value for each iteration in Example 14.

<table>
<thead>
<tr>
<th>$h_{\text{cr}}^{\text{max}}(s_I, \psi)$</th>
<th>$p$</th>
<th>$v \geq 2$</th>
<th>$g$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>2</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 29: $h_{\text{ir}}^{\text{max}}(s_I, \psi)$ and $\text{cost}(a)$ in each iteration in Example 14.

Figure 23: A JG for constructed by $h_{\text{LM-cut}}^{\text{cri}}$ for the RT in Example 14. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

We show the $h$-values of the heuristics.

$\max h_{\text{hbd}}(s_I) = \max h_{\text{hbd}}(s_I, u \geq 1) = \max h_{\text{hbd}}(s_I, v \geq 1) + 0.5 \cdot \text{cost}(a_2) = 0.5 \cdot \text{cost}(a_1) + 0.5 = 1.$

For the LM-cut heuristics, since each action has at most one precondition and there is only one goal condition in this task, the justification graphs are the same except for the edge cost. Since there is only one path to the goal node in the JG, the cost is the same as the max heuristic which defines the edge weight. For $h_{\text{LM-cut}}^{\text{cri}},$

$$h_{\text{LM-cut}}^{\text{cri}}(s_I) = h_{\text{LM-cut}}^{\text{cri}}(s_I) = h_{\text{cr}}^{\text{max}}(s_I, v \geq 1) + \text{cost}(a_2) = \text{cost}(a_1) + 1 = 2.$$  

For $h_{\text{LM-cut}}^{\text{ir}},$

$$h_{\text{LM-cut}}^{\text{ir}}(s_I) = h_{\text{LM-cut}}^{\text{cri}}(s_I) = h_{\text{cr}}^{\text{max}}(s_I, v \geq 1) + 0.5 \cdot \text{cost}(a_2) = 0.5 \cdot \text{cost}(a_1) + 0.5 = 1.$$  

Since JGs are the same in $h_{\text{ir, m}}^{\text{LM-cut}},$

$$h_{\text{ir, m}}^{\text{LM-cut}}(s_I) = h_{\text{cr}}^{\text{LM-cut}}(s_I) = 1.$$  

Since all action costs are integer in $\Pi_{\text{RT}},$

$$h_{\text{cr}}^{\text{LM-cut}}(s_I) = h_{\text{cr}}^{\text{LM-cut}}(s_I) = 1.$$  

For $h_{\text{cr}}^{\text{LM-cut}}$ and $h_{\text{ir, m}}^{\text{LM-cut}}$, since $m_{a_1}^+(s_I, v \geq 1) = 1$ and $m_{a_2}^+(s_I, u \geq 1) = 1,$

$$h_{\text{cr, m}}^{\text{LM-cut}}(s_I) = h_{\text{ir, m}}^{\text{LM-cut}}(s_I) = 1 \cdot \text{cost}(a_1) + 1 \cdot \text{cost}(a_2) = 2.$$  

**Example 16.** Let $\Pi_{\text{RT}} = (F_p, N, A, s_I, G)$ be an RT task with $F_p = \{p, g\}$ and $N = \{v\}.$ Let $s_I = \{v = 0\}$, $G = \{v \geq 0.9, g\}$, and $A = \{a_1, a_2, a_3, a_4\}$, where
In this example, we assume that the tie-breaking prefers $g$ to $v \geq 0.9$ and $v \geq 0.9$ to $p$.

We show the $h_{ir}^{\max}$-values and costs of actions in each iteration of $h_{ir}^{LM}$-cut in Table 30 and the justification graphs in Figure 24. We have

$$h_{ir}^{\max}(s_I) = 1$$

and $h_{ir}^{LM}$-cut$(s_I) = 1$.

Since all action multipliers are less than or equal to 1, $h_{cri,+}^{LM}$ and $h_{ir,m}^{LM}$ are exactly the same as $h_{ir}^{LM}$-cut.

$$h_{cri,+}^{LM}(s_I) = h_{ir}^{LM}(s_I) = h_{ir}^{LM}$-cut$(s_I) = 1.$

Table 30: $h_{ir}^{\max}(s_I, \psi)$ and cost$(a)$ in each iteration of $h_{ir}^{LM}$-cut in Example 16.

<table>
<thead>
<tr>
<th>$h_{ir}^{\max}(s_I, \psi)$</th>
<th>$g$</th>
<th>$v \geq 0.9$</th>
<th>$p$</th>
<th>cost$(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 24: The JG constructed by $h_{ir}^{LM}$-cut for the RT in Example 16.

We show the $h_{ir}^{\max}$-values and costs of actions in each iteration of $h_{ir,m}^{LM}$-cut in Table 31 and the JGs in Figure 25. We have $h_{ir,m}^{LM}$-cut$(s_I) = 1$.

<table>
<thead>
<tr>
<th>$h_{ir}^{\max}(s_I, \psi)$</th>
<th>$g$</th>
<th>$v \geq 0.9$</th>
<th>$p$</th>
<th>cost$(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>2</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 31: $h_{ir}^{\max}(s_I, \psi)$ and cost$(a)$ in each iteration of $h_{ir,m}^{LM}$-cut in Example 16.

We show the $h_{cri}^{\max}$-values and costs of actions in each iteration of $h_{cri}^{LM}$-cut in Table 32 and the JGs in Figure 26. We have

$$h_{cri}^{LM}$-cut$(s_I) = 1.9.$
For $h_{\text{cri}}^{\text{LM-cut}}$,

$$h_{\text{cri}}^{\text{LM-cut}}(s_I) = \left\lceil \frac{c \cdot h_{\text{cri}}^{\text{LM-cut}}(s_I)}{c} \right\rceil \leq h_{\text{cri}}^{\text{LM-cut}}(s_I) + 1 \leq 2.9.$$  

Since $h_{\text{cri}}^{\text{LM-cut}}(s_I) \geq h_{\text{cri}}^{\text{LM-cut}}(s_I)$,

$$1.9 \leq h_{\text{cri}}^{\text{LM-cut}}(s_I) \leq 2.9.$$  

Since only one action has a numeric effect,

$$h_{\text{cri}}^{\text{max}}(s_I, \psi) = h_{\text{cri}}^{\text{max}}(s_I) = h_{\text{cri}}^{\text{max}}(s_I, g) = 1.$$  

<table>
<thead>
<tr>
<th>$h_{\text{cri}}^{\text{max}}(s_I, \psi)$</th>
<th>$g$</th>
<th>$v \geq 0.9$</th>
<th>$p$</th>
<th>cost($a$)</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 32: $h_{\text{cri}}^{\text{max}}(s_I, \psi)$ and cost($a$) in each iteration of $h_{\text{cri}}^{\text{LM-cut}}$ in Example 16.

**Example 17.** Let $\Pi^{\text{rt}} = (F_p, N, A, s_I, G)$ be an rt task with $F_p = \{p, g\}$ and $N = \{v\}$. Let $s_I = \{v = 0\}$, $G = \{p, g\}$, and $A = \{a_1, a_2, a_3\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$v += 1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$p$</td>
<td>1</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$v \geq 2, p$</td>
<td>$g$</td>
<td>0</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$v \geq 2$</td>
<td>$g$</td>
<td>0</td>
</tr>
</tbody>
</table>

In this example, we assume that the tie-breaking strategy prefers $g$ to $p$ and $p$ to $v \geq 2$.  
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Figure 26: JGs constructed by $h_{^\text{LM-cut}}$ for the RT in Example 16. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

(a) The first and second cuts.

(b) The third cut.

Figure 27: A JG constructed by $h_{^\text{LM-cut}}$ for the RT in Example 17.

We show the $h_{^\text{ir}}^{\text{max}}$-values of facts and action costs in each iteration of $h_{^\text{ir}}^{^\text{LM-cut}}$ in Table 33 and the JGs in Figure 27. We have

\[ h_{^\text{ir}}^{\text{max}}(s_I) = 1 \text{ and } h_{^\text{ir}}^{^\text{LM-cut}}(s_I) = 1. \]

We show the $h_{^\text{ir}}^{\text{max}}$-values of facts and action costs in each iteration of $h_{^\text{ir,m}}^{^\text{LM-cut}}$ in Table 34 and the JGs in Figure 28. We have $h_{^\text{ir,m}}^{^\text{LM-cut}}(s_I) = 2$.

Since all action multipliers are greater than or equal to 1,

\[ h_{^\text{ir,m}}^{^\text{LM-cut}}(s_I) = h_{^\text{ir,m}}^{^\text{LM-cut}}(s_I) = 2. \]

We show the $h_{^\text{cri}}^{\text{max}}$-values of facts and action costs in each iteration of $h_{^\text{cri}}^{^\text{LM-cut}}$ in Table 35 and the JGs in Figure 29. We have $h_{^\text{cri}}^{^\text{LM-cut}}(s_I) = 3$.  
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\[
\begin{array}{cccc|cc}
 h_{\text{cri}}^{\text{max}}(s_I, \psi) & g & p & v \geq 2 & \text{cost}(a) & a_1 & a_2 & a_3 & a_4 \\
 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
 2 & 0.5 & 0 & 0.5 & 2 & 0.5 & 0 & 0 & 0 \\
 3 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\
\end{array}
\]

Table 34: \( h_{\text{cri}}^{\text{max}}(s_I) \) and \( \text{cost}(a) \) in each iteration of \( h_{\text{cri,m}}^{\text{LM-cut}} \) in Example 17.

Figure 28: JGs constructed by \( h_{\text{cri,m}}^{\text{LM-cut}} \) for the \( \text{rt} \) in Example 17. The functions \( W \) and \( W_1 \) denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

Since all action costs in \( \Pi_{\text{RT}} \) and action multipliers are positive integer,

\[
\overline{h}_{\text{cri}}^{\text{LM-cut}}(s_I) = h_{\text{cri,}+}^{\text{LM-cut}}(s_I) = h_{\text{cri}}^{\text{LM-cut}}(s_I) = 3.
\]

Since only one action has a numeric effect,

\[
h_{\text{cri}}^{\text{max}}(s_I) = h_{\text{cri,}+}^{\text{max}}(s_I) = h_{\text{cri}}^{\text{max}}(s_I, g) = 2.
\]

\[
\begin{array}{cccc|cc}
 h_{\text{cri}}^{\text{max}}(s_I, \psi) & g & p & v \geq 2 & \text{cost}(a) & a_1 & a_2 & a_3 & a_4 \\
 1 & 2 & 1 & 2 & 1 & 1 & 0 & 0 \\
 2 & 0 & 1 & 0 & 2 & 0 & 1 & 0 & 0 \\
 3 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\
\end{array}
\]

Table 35: \( h_{\text{cri}}^{\text{max}}(s_I) \) and \( \text{cost}(a) \) in each iteration of \( h_{\text{cri}}^{\text{LM-cut}} \) in Example 17.

Example 18. Let \( \Pi_{\text{RT}} = (\mathcal{F}, \mathcal{N}, \mathcal{A}, s_I, G) \) be an \( \text{rt} \) task with \( \mathcal{F} = \{p, q, r, g_1, g_2\} \) and \( \mathcal{N} = \{v\} \). Let \( s_I = \{v = 0\} \), \( G = \{v \geq 2, g_1, g_2\} \), and \( \mathcal{A} = \{a_1, a_2, a_3, a_4, a_5, a_6, a_7\} \), where
Figure 29: JGs constructed by $h_{\text{LM-cut}}^{\text{cri}}$ for the RT in Example 17. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$p$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$q$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\emptyset$</td>
<td>$r$</td>
<td>$1.5$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$p$</td>
<td>$v += 2$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$q$</td>
<td>$v += 1, g_1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$a_6$</td>
<td>$g_1, r$</td>
<td>$g_2$</td>
<td>$0.4$</td>
</tr>
<tr>
<td>$a_7$</td>
<td>$r$</td>
<td>$g_2$</td>
<td>$0.4$</td>
</tr>
</tbody>
</table>

In this example, we assume that the tie-breaking strategy prefers $g_2$ to $g_1$, $g_2$ to $v \geq 2$, $v \geq 2$ to $g_1$, and $g_1$ to $r$.

We show the $h_{\text{hbd}}^{\text{max}}$-values of facts in Table 36. We have

$$h_{\text{hbd}}^{\text{max}}(s_I) = h_{\text{hbd}}^{\text{max}}(s_I, v \geq 2) = 2.$$  

<table>
<thead>
<tr>
<th>$\psi$</th>
<th>$h_{\text{hbd}}^{\text{max}}(s_I, \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$1$</td>
</tr>
<tr>
<td>$q$</td>
<td>$1$</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$1.9$</td>
</tr>
<tr>
<td>$v \geq 2$</td>
<td>$2$</td>
</tr>
<tr>
<td>$g_1$</td>
<td>$2$</td>
</tr>
<tr>
<td>$r$</td>
<td>$1.5$</td>
</tr>
</tbody>
</table>

Table 36: $h_{\text{hbd}}^{\text{max}}(s, \psi)$ for each $\psi$ in Example 18.

We show the $h_{ir}^{\text{max}}$-values of facts and action costs in each iteration of $h_{ir}^{\text{LM-cut}}$ in Table 37 and the JGs in Figure 30. We have

$$h_{ir}^{\text{max}}(s_I) = h_{ir}^{\text{max}}(s_I, v \geq 2) = 2$$

and

$$h_{ir}^{\text{LM-cut}}(s_I) = 3.9.$$
Table 37: $h_{ir}^{\text{max}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{ir}^{\text{LM-cut}}$ in Example 18.

<table>
<thead>
<tr>
<th>$h_{ir}^{\text{max}}(s_I, \psi)$</th>
<th>$p$</th>
<th>$q$</th>
<th>$g_2$</th>
<th>$v \geq 2$</th>
<th>$g_1$</th>
<th>$r$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$a_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.9</td>
<td>2</td>
<td>2</td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.9</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 30: JGs constructed by $h_{ir}^{\text{LM-cut}}$ for the RT in Example 18. The functions $W$, $W_1$, $W_2$, and $W_3$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

We show the $h_{ir}^{\text{max}}$-values of facts and action costs in each iteration of $h_{ir}^{\text{LM-cut}}$ in Table 38 and the JGs in Figure 31. We have

$$h_{ir,m}^{\text{LM-cut}}(s_I) = 2.9.$$  

Since all action multipliers are greater than or equal to 1,

$$h_{ir,m+}^{\text{LM-cut}}(s_I) = h_{ir,m}^{\text{LM-cut}}(s_I) = 2.9.$$  

We show the $h_{cri}^{\text{max}}$-values of facts and action costs in each iteration of $h_{cri}^{\text{LM-cut}}$ in Table 39 and the JGs in Figure 32. We have

$$h_{cri}^{\text{LM-cut}}(s_I) = 2.9.$$  

Since all action multipliers are greater than or equal to 1,

$$h_{cri,+}^{\text{LM-cut}}(s_I) = h_{cri}^{\text{LM-cut}}(s_I) = 2.9.$$  

For $h_{cri}^{\text{LM-cut}}$,

$$h_{cri}^{\text{LM-cut}}(s_I) = \left\lceil \frac{c \cdot h_{cri}^{\text{LM-cut}}(s_I)}{c} \right\rceil \leq h_{cri}^{\text{LM-cut}}(s_I) + 1 \leq 3.9.$$  

Since $h_{cri}^{\text{LM-cut}}(s_I) \geq h_{cri}^{\text{LM-cut}}(s_I)$,

$$2.9 \leq h_{cri}^{\text{LM-cut}}(s_I) \leq 3.9.$$  
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Table 38: $h_{ir}^{\text{max}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{ir,m}^{\text{LM-cut}}$ in Example 18.

---

**Example 19.** Let $\Pi^{RT} = (\mathcal{F}_p, \mathcal{N}, \mathcal{A}, s_I, G)$ be an RT task with $\mathcal{F}_p = \{g_1, g_2\}$ and $\mathcal{N} = \{v, u\}$. Let $s_I = \{v = 0, u = 0\}$, $G = \{v \geq 0.6, g_1, g_2\}$, and $\mathcal{A} = \{a_1, a_2, a_3, a_4, a_5\}$, where

<table>
<thead>
<tr>
<th>action</th>
<th>pre</th>
<th>eff</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\emptyset$</td>
<td>$g_1$</td>
<td>0.6</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$\emptyset$</td>
<td>$v += 1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$\emptyset$</td>
<td>$v += 0.3, u += 1$</td>
<td>1</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$g_1, u \geq 2$</td>
<td>$g_2$</td>
<td>0</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$u \geq 2$</td>
<td>$g_2$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

In this example, we assume that the tie-breaking strategy prefers $v \geq 0.6$ to $g_2$, $g_2$ to $g_1$, and $g_1$ to $u \geq 2$.

We show the $h_{hb,\text{max}}$-values of facts in Table 40. We have

$$h_{hb,\text{max}}(s_I) = h_{hb,\text{max}}(s_I, g_2) = 2.$$
$h_{\text{max}}^{\text{cri}}(s_I, \psi)$ | $p$ | $q$ | $g_2$ | $v \geq 0$ | $g_1$ | $r$  
1 | 1 | 1 | 1.9 | 2 | 2 | 1.5  
2 | 1 | 1 | 1.9 | 1 | 1.5 | 1.5  
3 | 1 | 1 | 1.5 | 1 | 1.5 | 1.5  
4 | 1 | 1 | 1 | 1 | 1 | 1  
5 | 1 | 0 | 0 | 0 | 0 | 0  

| $\text{cost}(a)$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ | $a_7$  
1 | 1 | 1 | 1.5 | 1 | 1 | 0.4 | 0.4  
2 | 1 | 1 | 1.5 | 0 | 0.5 | 0.4 | 0.4  
3 | 1 | 1 | 1.5 | 0 | 0.5 | 0 | 0  
4 | 1 | 1 | 1 | 0 | 0 | 0 | 0  
5 | 1 | 0 | 0 | 0 | 0 | 0 | 0  

Table 39: $h_{\text{max}}^{\text{cri}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{\text{cri}}^{\text{LM-cut}}$ in Example 18.

(a) The first cut. (b) The second, third, and fourth cuts.

Figure 32: JGs constructed by $h_{\text{cri}}^{\text{LM-cut}}$ for the rt in Example 18. The functions $W$, $W_1$, $W_2$, and $W_3$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

$\psi$ | $h_{\text{max}}^{\text{cri}}(s_I, \psi)$  
v $\geq 0.6$ | 0.6  
g_2 | 2  
g_1 | 0.6  
u $\geq 2$ | 2  

Table 40: $h_{\text{max}}^{\text{cri}}(s_I, \psi)$ for each $\psi$ in Example 19.

We show the $h_{\text{max}}^{\text{ir}}$-values of facts and action costs in each iteration of $h_{\text{ir}}^{\text{LM-cut}}$ in Table 41 and the JGs in Figure 33. We have

$h_{\text{ir}}^{\text{max}}(s_I) = h_{\text{ir}}^{\text{max}}(s_I, v \geq 0.6) = 1$

and

$h_{\text{ir}}^{\text{LM-cut}}(s_I) = 1.6$.  
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Table 41: $h_{ir}^{\text{max}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{ir}^{\text{LM-cut}}$ in Example 19.

![Figure 33: JGs constructed by $h_{ir}^{\text{LM-cut}}$ for the rt in Example 19. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.](image)

We show the $h_{ir}^{\text{max}}$-values of facts and action costs in each iteration of $h_{ir}^{\text{LM-cut}}$ in Table 42 and the JGs in Figure 34. We have

$$h_{ir}^{\text{LM-cut}}(s_I) = 2.6.$$  

<table>
<thead>
<tr>
<th>$h_{ir}^{\text{max}}(s_I, \psi)$</th>
<th>$v \geq 0.6$</th>
<th>$g_2$</th>
<th>$g_1$</th>
<th>$u \geq 2$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.1</td>
<td>0.6</td>
<td>0</td>
<td>2</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 42: $h_{ir}^{\text{max}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{ir}^{\text{LM-cut}}$ in Example 19.

We show the $h_{ir}^{\text{max}}$-values of facts and action costs in each iteration of $h_{ir,m}^{\text{LM-cut}}$ in Table 43 and the JGs in Figure 35. We have

$$h_{ir,m}^{\text{LM-cut}}(s_I) = 2.6.$$  

<table>
<thead>
<tr>
<th>$h_{ir}^{\text{max}}(s_I, \psi)$</th>
<th>$v \geq 0.6$</th>
<th>$g_2$</th>
<th>$g_1$</th>
<th>$u \geq 2$</th>
<th>$\text{cost}(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>0.6</td>
<td>0.7</td>
<td>1</td>
<td>0.6</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.1</td>
<td>0.6</td>
<td>0</td>
<td>2</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 43: $h_{ir}^{\text{max}}(s_I)$ and $\text{cost}(a)$ in each iteration of $h_{ir,m}^{\text{LM-cut}}$ in Example 19.

We show the $h_{ir}^{\text{max}}$-values of facts and action costs in each iteration of $h_{ir,m}^{\text{LM-cut}}$ in Table 44 and the JGs in Figure 36. We have

$$h_{ir,m}^{\text{LM-cut}}(s_I) = 2.6.$$  

We show the $h_{cr}^{\text{max}}$-values of facts and action costs in each iteration of $h_{cr}^{\text{LM-cut}}$ in Table 44 and the JGs in Figure 36. We have

$$h_{cr}^{\text{LM-cut}}(s_I) = 2.6.$$
We show the $h_{cri,i}^+ \times$-values of facts and action costs in each iteration of $h_{cri,i}^{LM}$ in Table 45 and the JGs in Figure 37. We have

$$h_{cri,i}^{LM}(s_I) = 2.6.$$
Figure 35: JGs constructed by $h^{\text{LM-cut}}_{\text{ir,m}}$ for the rt in Example 19. The functions $W$, $W_1$, $W_2$, and $W_3$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

Figure 36: JGs constructed by $h^{\text{LM-cut}}_{\text{cri}}$ for the rt in Example 19. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

Appendix C.

In this appendix, we present the pseudo-code of the implementation of algorithms to construct JGs for numeric LM-cut. Algorithm 1 shows the procedure to construct a JG given a state $s$. This algorithm is based on the generalized Dijkstra’s algorithm (Key-
Table 45: $h^{\max}_{\text{cri,+}}(s_f)$ and cost$(a)$ in each iteration of $h^{\text{LM-cut}}_{\text{cri,+}}$ in Example 19.

<table>
<thead>
<tr>
<th>$h^{\max}_{\text{cri,+}}(s_f, \psi)$</th>
<th>$v \geq 0.6$</th>
<th>$g_2$</th>
<th>$g_1$</th>
<th>$u \geq 2$</th>
<th>cost$(a)$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.6</td>
<td>2</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.1</td>
<td>0.6</td>
<td>0</td>
<td>2</td>
<td>0.6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 37: JGs constructed by $h^{\text{LM-cut}}_{\text{cri,+}}$ for the rt in Example 19. The functions $W$ and $W_1$ denote the cut weights of the LM-cut procedures, where action costs are reduced in each iteration.

After the first iteration of the LM-cut, costs of actions included in the extracted cut are updated, and the precondition choice function may be changed. With the extracted cut $L$ and the updated action cost cost$^c$, subsequent JGs are incrementally constructed by Algorithm 2 until the goal fact $g$ can be reached with zero cost. For $h^{\text{LM-cut}}_{\text{rnd}}$, we need to modify the algorithm by replacing lines 13 and 19 with random selections.
Algorithm 1 An algorithm to construct a JG.

Require: State $s$.

Ensure: $E$ is the set of edges and $g$ is the goal proposition in the JG.

1: $E \leftarrow \emptyset$.
2: $Q \leftarrow \emptyset$.
3: for all $\psi \in \mathcal{F}_p \cup \bar{\mathcal{F}}_n$ do
4: \quad $\hat{h}(s, \psi), f(\psi) \leftarrow \infty$.
5: \quad if $s \models \psi$ then
6: \quad \quad $E \leftarrow E \cup \{(n_\emptyset, n_\psi, a_0)\}$.
7: \quad \quad $f(\psi) \leftarrow 0$.
8: \quad $Q \leftarrow Q \cup \{\psi\}$.
9: \quad while $Q \neq \emptyset$ do
10: \quad \quad $\psi \leftarrow \hat{\psi} \in \text{argmin}_{\psi' \in Q} f(\psi)$.
11: \quad \quad $Q \leftarrow Q \setminus \{\psi\}$.
12: \quad \quad $\hat{h}(s, \psi) = f(\psi)$.
13: \quad \quad for all $a' \in \{a' \in A : \psi \in \text{pre}(a') \land \forall \psi' \in \text{pre}(a'), \hat{h}(s, \psi') < \infty\}$ do
14: \quad \quad \quad $\text{pcf}(s, a) = \psi$.
15: \quad \quad \quad for all $\psi' \in \mathcal{F}_p \cup \bar{\mathcal{F}}_n : a \in \text{supp}(\psi')$ do
16: \quad \quad \quad \quad $E \leftarrow E \cup \{(n_{\text{pcf}(s, a)}, n_{\psi'}, a)\}$.
17: \quad \quad \quad \quad if $\hat{m}_a(s, a) \cdot \text{cost}(a) + \hat{h}(s, \text{pcf}(s, a)) < f(\psi')$ then
18: \quad \quad \quad \quad \quad $f(\psi') \leftarrow \hat{m}_a(s, a) \cdot \text{cost}(a) + \hat{h}(s, \text{pcf}(s, a))$.
19: \quad \quad \quad \quad $Q \leftarrow Q \cup \{\psi'\}$.
20: \quad $g \leftarrow \hat{g} \in \text{argmax}_{g' \in G} \hat{h}(s, g')$.
21: return $E, g$
**Algorithm 2** An algorithm to incrementally construct a JG.

**Require:** State $s$ and the set of edges $E$ in the JG.

**Ensure:** $E$ is the set of edges and $g$ is the goal proposition in the updated JG.

1: $Q \leftarrow \emptyset$.
2: for all $a \in \text{lbl}(L)$ do
3:   for all $\psi \in F_p \cup F_n : a \in \text{supp}(\psi)$ do
4:     if $m_a(s, a, \psi) \cdot \text{cost}(a) + h(s, \text{pre}(a)) < f(\psi)$ then
5:       $f(\psi) \leftarrow m_a(s, a, \psi) \cdot \text{cost}(a) + h(s, \text{pre}(a))$.
6:     $Q \leftarrow Q \cup \{\psi\}$.
7: while $Q \neq \emptyset$ do
8:   $\psi \leftarrow \psi \in \arg\min_{\psi' \in Q} f(\psi)$.
9:   $Q \leftarrow Q \setminus \{\psi\}$.
10: $h(s, \psi) \leftarrow f(\psi)$.
11: for all $a \in A : \psi \in \text{pre}(a)$ do
12:   if $h(s, \psi) < \max_{\psi' \in \text{pre}(a) \setminus \{\psi\}} h(s, \psi')$ then
13:     $\text{pcf}(s, a) \leftarrow \psi \in \arg\max_{\psi' \in \text{pre}(a) \setminus \{\psi\}} h(s, \psi')$.
14: for all $\psi' \in F_p \cup F_n : a \in \text{supp}(\psi')$ do
15:   $E \leftarrow (E \setminus \{(n_\psi, n_{\psi'}, a)\}) \cup \{(n_{\text{pcf}(s, a)}, n_{\psi'}, a)\}$.
16:   if $m_a(s, a) \cdot \text{cost}(a) + h(s, \text{pcf}(s, a)) < f(\psi')$ then
17:     $f(\psi') \leftarrow m_a(s, a) \cdot \text{cost}(a) + h(s, \text{pcf}(s, a))$.
18:   $Q \leftarrow Q \cup \{\psi'\}$.
19: $g \leftarrow \hat{g} \in \arg\max_{g' \in G} \hat{h}(s, g')$.
20: return $E, g$
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