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Abstract

We study whether Pareto-optimal stable matchings can be reached via pairwise swaps
in one-to-one matching markets with initial assignments. We consider housing markets,
marriage markets, and roommate markets as well as three different notions of swap ratio-
nality. Our main results are as follows. While it can be efficiently determined whether
a Pareto-optimal stable matching can be reached when defining swaps via blocking pairs,
checking whether this is the case for all such sequences is computationally intractable.
When defining swaps such that all involved agents need to be better off, even deciding
whether a Pareto-optimal stable matching can be reached via some sequence is intractable.
This confirms and extends a conjecture made by Damamme, Beynier, Chevaleyre, and
Maudet (2015) who have shown that convergence to a Pareto-optimal matching is guar-
anteed in housing markets with single-peaked preferences. We prove that in marriage and
roommate markets, single-peakedness is not sufficient for this to hold, but the stronger
restriction of one-dimensional Euclidean preferences is.

1. Introduction

One-to-one matchings, where individuals are matched with resources or other individuals,
are omnipresent in everyday life. Examples include the job market, assigning offices to work-
ers, pairing students in working groups, and online dating. The formal study of matching
procedures is fascinating and has been of increasing interest within the computer science
and AI communities, because it leads to challenging mathematical and algorithmic prob-
lems while being of immediate practical interest (see, e.g., Manlove (2013), Klaus, Manlove,
and Rossi (2016)).

One typically distinguishes between three different types of abstract one-to-one matching
settings. In housing markets (Shapley & Scarf, 1974), each agent is matched with an object
(usually referred to as a house). In marriage markets (Gale & Shapley, 1962), agents
are partitioned into two groups—say, males and females—and each member of one group is
matched with an agent from the other group. Finally, in roommate markets (Gale & Shapley,
1962), all agents belong to the same group, and each agent is matched with another agent.
By supposing that the agents are rational and want to maximize their satisfaction, individual
agreements may naturally occur among them and especially, for realistic reasons, between
small groups of agents. An important question, which is common in multi-agent systems, is
then whether sequences of such individual agreements can lead to socially optimal outcomes.
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In many applications, it is reasonable to assume that there is an initial assignment because
agents already live in a house, are engaged in a relationship, and are employed by a company
(see, e.g., Abdulkadiroğlu and Sönmez (1999), Morrill (2010)). Under these assumptions,
we focus on atomic agreements that require the least coordination: pairwise swaps.

In general, we consider three different types of individual rationality for pairwise swaps.
In housing markets, there is only one meaningful notion of swap rationality: two agents will
only exchange objects if both of them are better off. By contrast, when matching agents
with each other, one could require that all four agents involved in a swap, or just two of
them, are better off. The latter requirement allows for two kinds of swap rationality: two
agents who exchange their match are better off (e.g., a company and its subsidiary exchange
employees without asking for their consent), or two agents who decide to form a new pair
are better off (e.g., two lovers leave their current partners to be together).

Social optimality in settings with ordinal preferences like that of matching markets is
measured in terms of Pareto-optimality. We therefore study whether there exists a sequence
of pairwise swaps that results in a Pareto-optimal matching that does not allow for further
swaps (and hence is called stable). Whenever all sequences of pairwise swaps are of this kind,
we say that the given type of swap dynamics converges. Note that in two-sided matching,
Pareto-optimality classically refers to Pareto-optimality according to only one side of the
market. Since we focus on general matching markets, we do not restrict Pareto-optimality
to a subset of agents but define it for the whole set of involved agents (i.e., both males and
females for the specific case of the marriage market).

It turns out that in all three types of matching markets and all three notions of swap
rationality, it may not be possible to reach a Pareto-optimal stable matching from the initial
assignment. We prove that deciding whether this is the case is NP-hard for two types of
swap rationality while it can be solved in polynomial time for swaps based on blocking
pairs. However, for all types of swap rationality, checking convergence is co-NP-hard. On
the other hand, we show that when preferences are one-dimensional Euclidean—a natural
but demanding restriction—swap dynamics for two types of swap rationality will always
converge.

2. Related Work

Given an initial matching, objects can be reassigned in housing markets to obtain a Pareto-
optimal matching by considering successive improving cycles of exchanges along agents,
following the well-known top-trading cycle (TTC) algorithm (Shapley & Scarf, 1974). How-
ever, such a centralized algorithm may be difficult to implement in a distributed manner
since an exchange cycle of arbitrary length may be necessary. Therefore, Damamme et al.
(2015) investigated the dynamics of individually rational pairwise swaps in housing mar-
kets, where two agents are better off by exchanging their objects. Recently, variants of
this problem that further restrict the agents’ interactions using underlying graph structures
have been examined (Gourvès, Lesca, & Wilczynski, 2017; Saffidine & Wilczynski, 2018;
Huang & Xiao, 2020).

In marriage and roommate markets, most of the literature focuses on deviations based on
blocking pairs, where two agents decide to leave their old partners in order to be matched
with each other. Blocking pairs are best known for their role in the definition of stabil-
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ity (Gale & Shapley, 1962), but some papers also studied the dynamics of blocking pair
swaps (Roth & Vande Vate, 1990; Abeledo & Rothblum, 1995). A specific blocking-pair
dynamics has, for example, been studied by Salonen and Salonen (2018) in the context
of the college admission problem (an extension of marriage markets where colleges can be
assigned to more than one student): they iteratively match the mutually best pairs to form
a stable matching. Among other properties, they have also studied Pareto-optimality for
one side of the market and preference restrictions such as single-peaked or single-crossing
preferences. However, in contrast to their work, we do not focus on the properties of a
specific centralized mechanism which carefully chooses the agents to match but investigate
the properties of the distributed process of swap dynamics.

One of the type of swaps we investigate (blocking pair swaps) has already been studied
by Knuth (1976) and can make the old partners, who are matched with each other, worse
off. It is thus related to the breakmarriage operation (McVitie & Wilson, 1971) for finding
alternative stable matchings in marriage markets. However, the breakmarriage operation
differs significantly from blocking pair swaps since only one of the four involved agents may
be better off in the new matching.

The notion of exchange stability, where two agents agree to exchange their partners
has been investigated in both roommate markets (Alcalde, 1994; Cechlárová, 2002) and
marriage markets (Cechlárová & Manlove, 2005). To the best of our knowledge, exchange
rational swaps have not been studied in the context of dynamics that reach Pareto-optimal
matchings.

In contrast to our definition of Pareto-optimality, some papers on swap dynamics have
investigated matchings that are Pareto-optimal among all reachable matchings (Gourvès
et al., 2017; Aziz, 2019). Other types of dynamics that have been considered in matching
markets include pairwise swaps without local rationality constraints (Aziz, 2019), Pareto
improvements (Morrill, 2010; Aziz, Brandt, & Harrenstein, 2013), local dynamics based
on underlying graphs (Hoefer, 2013; Hoefer, Vaz, & Wagner, 2018), and exchanges among
more than two agents (Aziz & Goldwaser, 2017; Aziz, 2019).

Note that we focus on the standard definition of Pareto-optimality where no agent
can be better off without making another one worse off, with no distinction among the
agents, even in the marriage market. This choice is made for not favoring any type of
agents and for serving our purpose to study general one-to-one matching markets and see
the connections between them. By contrast, the majority of papers in marriage markets
(or in its college admission extension) focus on Pareto-optimality according to one side of
the market. Under such an assumption, an incompatibility may notably arise in marriage
markets between blocking pair stability and Pareto-optimality for one side of the market
(see, e.g., Abdulkadiroğlu, Che, Pathak, Roth, and Tercieux (2017)), which does not occur
for our definition of Pareto-optimality. Indeed, our notion of Pareto-optimality in marriage
markets, with no distinction among agents, is weaker than Pareto-optimality for one side
of the market.

Perhaps closest to our work is a result by Damamme et al. (2015) who proved that
swap dynamics always converge to a Pareto-optimal matching in housing markets when
the preferences of the agents are single-peaked. They left open the computational prob-
lem of deciding whether a Pareto-optimal stable matching can be reached for unrestricted
preferences and conjectured this problem to be intractable. We solve this problem and
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extend it to marriage and roommate markets. Moreover, we prove that their convergence
result for housing markets under single-peaked preferences does not extend to marriage and
roommate markets, but can be restored when restricting preferences even further.

3. The Model

We are given a set N of agents {1, . . . , n} and a set O of objects {o1, . . . , on} such that
|N | = |O| = n. Each agent i ∈ N has strict ordinal preferences, represented by a linear
order ≻i, over a set Ai of alternatives to be matched with. In the matching markets we
consider, Ai is either a subset of the set of agents N or the set of all objects O. A tuple of
preference relations ≻ = (≻1, . . . ,≻n) is called a preference profile.

3.1 Matching Markets

In this article, we are considering three different settings where the goal is to match the
agents either with objects—like in housing markets—or with other agents—like in marriage
or roommate markets. In all cases, we assume that there is an initial matching. More
formally,

• a housing market consists of a preference profile where Ai = O for all i ∈ N , and an
initial endowment given as a bijection µ : N → O,

• a marriage market consists of a preference profile with even n where N = W ∪ M ,
W ∩M = ∅ and |W | = |M | = n/2, with Ai = M for all i ∈ W and Ai = W for all
i ∈ M , and an initial matching given as a bijection µ : W → M , and

• a roommate market consists of a preference profile with even n and Ai = N \ {i} for
all i ∈ N , and an initial matching given as an involution µ : N → N such that µ(i) ̸= i
for all i ∈ N .

In marriage markets, we will sometimes denote the inverse function µ−1 of match-
ing µ by µ for the sake of simplicity. We refer to a general matching market as a tuple
(N, (Ai)i∈N ,≻, µ0) where µ0 denotes the initial matching. A possible matched pair in a
matching market is a pair {i, x} such that i ∈ N and x ∈ Ai. A matched pair in a matching
µ is a pair {i, x} such that µ(i) = x.

When allowing for indifferences as well as unacceptabilities in the preferences (see, e.g.,
Gusfield and Irving (1989) for marriage markets, Irving and Manlove (2002) for roommate
markets, and Alcalde-Unzu and Molis (2011) for housing markets), the three settings form
a hierarchy: housing markets are marriage markets where the “objects” are indifferent
between all agents, and marriage markets are roommate markets where all agents of the
same type are considered unacceptable. In this paper, however, we do not make either
assumption and therefore, these inclusion relationships do not hold.

The key question studied in this paper is whether Pareto-optimal matchings can result
from a sequence of local modifications starting from the initial matching. A matching is
Pareto-optimal if there is no other matching µ′ such that for every agent i ∈ N , µ′(i) ⪰i µ(i)
and for at least one agent j ∈ N , µ′(j) ≻j µ(j).

Note that checking whether a given matching µ is Pareto-optimal can be done in poly-
nomial time for all matching markets under consideration since we are considering strict
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preferences (see, e.g., Abraham, Cechlárová, Manlove, and Mehlhorn (2005) for housing
markets and Abraham and Manlove (2004) for roommate markets). Indeed, it suffices to
use an adaptation of the TTC algorithm: We construct a graph G = (N ∪ (Ai)i∈N , R ∪B)
over the agents and alternatives. There is a red edge in R between agent i ∈ N and alterna-
tive a ∈ Ai if a ≻i µ(i) and, in case Ai ⊆ N , i ≻a µ(a). There is a blue edge in B between
agent i ∈ N and alternative a ∈ Ai if µ(i) = a. Matching µ is Pareto-optimal iff there is no
alternating cycle in G, i.e., a cycle which alternates between blue edges and red edges (this
is also known as a µ-augmenting cycle in the matching literature). An alternating cycle can
be detected in polynomial time (see, e.g., Gabow, Kaplan, and Tarjan (2001)).

3.2 Preference Restrictions

We consider three restricted preference domains in this article: single-peaked prefer-
ences (Black, 1948), globally-ranked preferences (Abraham, Levavi, Manlove, & O’Malley,
2008) and their common subdomain of one-dimensional Euclidean preferences (Coombs,
1950). A preference profile ≻ is single-peaked if there exists a linear order > over the al-
ternatives in A :=

⋃
i∈N Ai such that for each agent i in N and each triple of alternatives

x, y, z ∈ Ai with x > y > z or z > y > x, x ≻i y implies y ≻i z. A preference profile ≻ is
globally-ranked (we also speak about correlated markets (Ackermann, Goldberg, Mirrokni,
Röglin, & Vöcking, 2008)) if there exists a global order ▷ over all possible matched pairs
{{i, x} : i ∈ N and x ∈ Ai} in the matching market such that for every agent i ∈ N and any
two alternatives x, y ∈ Ai, x ≻i y iff {i, x}▷ {i, y}. Globally-ranked preferences impose no
restriction in a housing market (the agents are matched with objects which do not express
preference) but may capture in other markets the idea that each pair of agents generates
an absolute profit, and thus, each agent prefers the agents with whom she can get a better
profit. A preference profile ≻ is one-dimensional Euclidean (1-Euclidean) if there exists
an embedding E : N ∪ O → R on the real line such that for every agent i ∈ N and any
two alternatives x, y ∈ Ai, x ≻i y iff |E(i) − E(x)| < |E(i) − E(y)|. More generally, a
preference profile ≻ is d-dimensional Euclidean (d-Euclidean) if there exists an embedding
E : N ∪ O → Rd such that for every agent i ∈ N and any two alternatives x, y ∈ Ai,
x ≻i y iff ∥E(i)− E(x)∥ < ∥E(i)− E(y)∥. Clearly, a d-Euclidean preference profile is also
d′-Euclidean, for any d′ > d.

It is well known that one-dimensional Euclidean preferences form a subdomain of single-
peaked preferences (see, e.g., Coombs (1964)), because every 1-Euclidean preference profile
is singled-peaked with respect to the linear order > given by x > y iff E(x) > E(y). Below,
we illustrate with a minimal counterexample that a single-peaked preference profile may
not be 1-Euclidean.

Observation 1. The 1-Euclidean preference domain is strictly contained in the single-
peaked preference domain.

Example 1. Consider an instance with four agents. Each agent i ∈ N has preferences
over the same set of alternatives Ai = O = {o1, o2, o3, o4}, which are given below.
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1 : o1 ≻ o2 ≻ o3 ≻ o4
2 : o4 ≻ o3 ≻ o2 ≻ o1
3 : o2 ≻ o3 ≻ o4 ≻ o1
4 : o3 ≻ o2 ≻ o1 ≻ o4

Observe that this preference profile is single-peaked only with respect to the linear order
o1 < o2 < o3 < o4 (or its reverse order) because of the preferences of Agents 1 and 2.
Suppose that this preference profile is 1-Euclidean with respect to an embedding E on the real
line. Then, without loss of generality, we can assume that E(o1) < E(o2) < E(o3) < E(o4).
Since o2 ≻3 o3 ≻3 o1, we have E(o1) < E(3) < E(o3), and since o3 ≻4 o2 ≻4 o4, we
have E(o2) < E(4) < E(o4). Moreover, by the fact that Agent 3 prefers o2 to o3 and
Agent 4 prefers o3 to o2, it must hold that E(3) < E(4). However, o4 ≻3 o1, therefore
E(o4)− E(3) < E(3)− E(o1). It follows that E(o4)− E(4) < E(4)− E(o1), implying that
Agent 4 prefers o4 to o1, a contradiction.

Note that this counterexample is minimal with respect to the number of agents. For three
agents, we build the embedding based on the single-peaked axis over alternatives with equal
distance between consecutive alternatives. Then, if the most preferred alternative of agent
i is the extreme-left (resp., extreme-right) one in the axis, then we embed agent i on the
left (resp., on the right) of this alternative. Otherwise, we place agent i in the embedding
between her most preferred alternative and her second most preferred one and closer to her
most preferred alternative.

Moreover, one-dimensional Euclidean preferences, and more generally d-Euclidean pref-
erences, form a subdomain of globally-ranked preferences: from a d-Euclidean preference
profile, a global ranking over all possible pairs can be extracted by sorting all pairs accord-
ing to the Euclidean distance on the embedding E between the two partners.1 We illustrate
below with a minimal counterexample that a globally-ranked preference profile may not be
1-Euclidean.

Observation 2. The 1-Euclidean preference domain is strictly contained in the 2-Euclidean
and the globally-ranked preference domains.

Example 2. Consider a roommate market with four agents. The preferences of the agents
are given below.

1 : 2 ≻ 3 ≻ 4
2 : 1 ≻ 4 ≻ 3
3 : 4 ≻ 1 ≻ 2
4 : 3 ≻ 2 ≻ 1

Observe that this preference profile is globally-ranked with respect to global order {1, 2}▷
{3, 4} ▷ {1, 3} ▷ {2, 4} ▷ {2, 3} ▷ {1, 4} over all possible matched pairs in the market, and
2-Euclidean with respect to, e.g., the following planar embedding.

1. Note that Abraham et al. (2008) have already observed that one-dimensional Euclidean preferences are
globally-ranked.
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1 2

3
4

Suppose that this preference profile is 1-Euclidean with respect to an embedding E on the
real line. The two possible extremities of E are either (i) 1 and 4 or (ii) 2 and 3. In the first
case (i), we deduce from the preferences of Agents 1 and 4 that E(1) < E(2) < E(3) < E(4)
(or the reverse order). However, following such an embedding, Agent 2 must prefer Agent
3 to Agent 4, a contradiction. In the second case (ii), we deduce from the preferences of
Agents 2 and 3 that E(2) < E(1) < E(4) < E(3) (or the reverse order). However, following
such an embedding, Agent 1 must prefer Agent 4 to Agent 3, a contradiction.

Note that this counterexample is trivially minimal for a roommate market, since a
smaller counterexample would involve only two agents.

While 1-Euclidean preferences form a subdomain of both single-peaked preferences and
globally-ranked preferences, there is no relationship between single-peakedness and globally-
ranked preferences. Indeed, as shown in Example 2, a globally-ranked preference profile may
not be 1-Euclidean and thus may not be single-peaked. Conversely, we show below with a
minimal counterexample that a single-peaked preference profile may not be globally-ranked.

Observation 3. There is no relationship between the globally-ranked and the single-peaked
preference domains.

Example 3. Consider a roommate market with four agents. The preferences of the agents
are given below.

1 : 2 ≻ 3 ≻ 4
2 : 3 ≻ 4 ≻ 1
3 : 4 ≻ 2 ≻ 1
4 : 1 ≻ 2 ≻ 3

Observe that this preference profile is single-peaked with respect to, e.g., the linear order
1 > 2 > 3 > 4 (or its reverse order). Suppose that this preference profile is globally-
ranked with respect to a global order ▷ over all possible matched pairs. It follows from the
preferences of Agent 2 that {2, 3}▷{1, 2}, from the preferences of Agent 1 that {1, 2}▷{1, 4},
and from the preferences of Agent 4 that {1, 4} ▷ {3, 4}. By transitivity, we thus get that
{2, 3}▷ {3, 4}, a contradiction with the preferences of Agent 3 where 4 ≻3 2.

Note that this counterexample is trivially minimal for a roommate market since a smaller
counterexample would involve only two agents.

We know that 1-Euclidean preferences are both globally-ranked and single-peaked. How-
ever, the reverse is not true: we show below with a minimal counterexample that a globally-
ranked and single-peaked preference profile may not be 1-Euclidean, even in markets match-
ing agents with each other.

Observation 4. The 1-Euclidean preference domain is strictly contained in the intersection
of the globally-ranked and the single-peaked preference domains.
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Globally-ranked

2-Euclidean

Euclidean

Single-peaked

1-Euclidean

Figure 1: Relationships between globally-ranked, single-peaked, and Euclidean preference
domains.

Example 4. Consider a roommate market with four agents. The preferences of the agents
are given below.

1 : 2 ≻ 3 ≻ 4
2 : 3 ≻ 4 ≻ 1
3 : 2 ≻ 1 ≻ 4
4 : 2 ≻ 1 ≻ 3

Observe that this preference profile is single-peaked with respect to, e.g., the linear order
1 > 2 > 3 > 4 (or its reverse order). Moreover, this preference profile is globally-ranked
with respect to the global order {2, 3}▷{2, 4}▷{1, 2}▷{1, 3}▷{1, 4}▷{3, 4} over all possible
matched pairs in the market. Suppose that this preference profile is 1-Euclidean with respect
to an embedding E on the real line. The two possible extremities of E can only be 3 and
4, say E(3) < E(4). If E(3) < E(1) < E(2) < E(4), then it contradicts the preferences of
Agent 3 who prefers Agent 2 to Agent 1. Otherwise, i.e., if E(3) < E(2) < E(1) < E(4),
then it contradicts the preferences of Agent 4 who prefers Agent 2 to Agent 1.

Note that this counterexample is trivially minimal for a roommate market since a smaller
counterexample would involve only two agents.

Based on Observations 1-4, the inclusion relationships among the restricted domains
considered here can be depicted as shown in Figure 1.

While assuming that all agents have 1-Euclidean preferences certainly represents a strong
restriction, there are nevertheless some applications where this assumption is not unreason-
able, in both marriage and roommate markets. For example, in job markets, preferences
could be 1-Euclidean because employees prefer one workplace to another if it is closer to
their home, or when pairing workers in offices with a joint thermostat, workers could pre-
fer co-workers whose most preferred room temperature is closer to their own. Moreover,
when forming pairs of students for the realization of a project, a student could prefer to be
matched with a student who is most productive during the same time of the day.
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In this article, we focus on globally-ranked, single-peaked, and 1-Euclidean preference
restrictions. Note that all considered preference restrictions are recognizable in polynomial
time: a polynomial-time algorithm for checking single-peakedness is provided by Bartholdi,
III and Trick (1986) and has been improved by Escoffier, Lang, and Öztürk (2008), while
polynomial-time algorithms for checking the 1-Euclidean property have been proposed by
Doignon and Falmagne (1994), Knoblauch (2010), and Elkind and Faliszewski (2014). More-
over, checking whether a preference profile is globally-ranked boils down to checking the
acyclicity of the directed graph defined over all possible matched pairs in the market and
where there is an arc from a pair {i, j} to a pair {i, k} if and only if k ≻i j (Abraham
et al., 2008); this can thus be done in polynomial time. However, in general, recognizing
d-Euclidean preferences for d ≥ 2 is intractable (Peters, 2017).

3.3 Rational Swaps

We study sequences of matchings in which two pairs of the current matching are permuted.
More formally, we assume that a swap w.r.t. a pair of agents {i, j} transforms a matching
µ into a matching µ′ where agents i and j have exchanged their matches, i.e., µ′(i) = µ(j)
and µ′(j) = µ(i), while the rest of the matching remains unchanged, i.e., µ′(k) = µ(k) for
every k /∈ {i, j, µ(i), µ(j)}.

i

j

µ(i)

µ(j)

matching µ

matching µ′ after the swap w.r.t. pair {i, j}

We furthermore require these swaps to be rational in the sense that they result from an
agreement among agents, and thus make the agents involved in the agreement better off.

The most natural notion of rationality in our definition of a swap is exchange-rationality,
which requires that the two agents who exchange their matches are better off (Alcalde,
1994). A swap w.r.t. a pair of agents {i, j} from matching µ is exchange rational (ER) if
the agents who exchange their matches are better off, i.e.,

µ(j) ≻i µ(i) and µ(i) ≻j µ(j). (ER-swap)

Exchange-rationality is the only meaningful notion of swap rationality in housing markets
because only one side of the market has preferences. However, several notions of rationality
emerge in marriage and roommate markets, where agents are matched with each other. One
could demand that only two of the agents who agree to form a new pair need to be better
off. This notion of rational swaps is based on the classic idea of blocking pairs, which forms
the basis of the standard notion of stability (Gale & Shapley, 1962). A swap w.r.t. a pair
of agents {i, j} from matching µ between agents is blocking pair (BP) rational if one of the
new pairs in µ′ forms a blocking pair, where both agents are better off, i.e.,

[
µ(j) ≻i µ(i) and i ≻µ(j) j

]
or

[
µ(i) ≻j µ(j) and j ≻µ(i) i

]
. (BP -swap)
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We usually refer to a BP -swap by mentioning the associated blocking pair ({i, µ(j)} or
{j, µ(i)}). The old partners of the blocking pair are also assumed to be matched with each
other.2

Finally, in marriage and roommate markets, a stronger notion of rationality is that of a
fully rational swap, which makes all four involved agents better off. A swap w.r.t. a pair of
agents {i, j} from matching µ is fully rational (FR) if all four agents involved in the swap
are better off, i.e.,

µ(j) ≻i µ(i), µ(i) ≻j µ(j), j ≻µ(i) i, and i ≻µ(j) j. (FR-swap)

Note that for marriage and roommate markets, an FR-swap w.r.t. a pair of agents {i, j}
from a matching µ is an ER-swap w.r.t. pair {i, j} or {µ(i), µ(j)} and also a BP -swap w.r.t
blocking pair {i, µ(j)} or {j, µ(i)}. We thus obtain the following implications:

BP -swap ⇐ FR-swap ⇒ ER-swap

The different types of swap rationality are illustrated in the following example.

Example 5. Consider a roommate market with six agents. The preferences of the agents
are given below, where the initial assignment is marked with boxes.

1 : 4 ≻ 3 ≻ 6 ≻ 5 ≻ 2

2 : 3 ≻ 1 ≻ 4 ≻ 6 ≻ 5

3 : 6 ≻ 2 ≻ 1 ≻ 5 ≻ 4

4 : 5 ≻ 1 ≻ 3 ≻ 2 ≻ 6

5 : 2 ≻ 6 ≻ 4 ≻ 1 ≻ 3

6 : 4 ≻ 3 ≻ 1 ≻ 2 ≻ 5

The swap w.r.t. pair of agents {1, 2}, represented above by circles, which matches Agent
1 with Agent 4 and Agent 2 with Agent 3, is an FR-swap because every involved agent is
better off. Hence, this is also an ER-swap for pair {1, 2} or {3, 4} because in both pairs the
agents prefer to exchange their partners. It is also a BP-swap for blocking pair {2, 3} or
{1, 4} because in both pairs the agents prefer to be together than with their current partner.

The swap w.r.t. pair of agents {1, 6}, represented above by stars, is a BP-swap for
blocking pair {3, 6} because Agent 3, the old partner of Agent 1, prefers to be with Agent 6,
as well as Agent 6 who prefers Agent 3 to her old partner Agent 5. This is not an ER-swap
(and hence not an FR-swap) because neither the agents in pair {1, 6} nor in pair {3, 5}
want to exchange their partners.

The swap w.r.t. pair of agents {4, 6}, represented above by diamonds, is an ER-swap
for pair {4, 6} because Agent 4 prefers the current partner of Agent 6, i.e., Agent 5, to her
current partner and Agent 6 prefers the current partner of Agent 4, i.e., Agent 2, to her
current partner. This is not a BP-swap (and hence not an FR-swap) because it matches
Agent 4 with Agent 5, who prefers to stay with her current partner, and Agent 6 with Agent
2, who prefers to stay with her current partner.

2. Once the old partners are alone, they have an incentive to form a new pair. Roth and Vande Vate (1990)
therefore decompose BP-swaps into two steps. We do not explicitly consider these steps in order to
always maintain a perfect matching (cf. Knuth (1976)).
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Stability can now be defined according to the different notions of rational swaps. A
matching µ is σ-stable, for σ ∈ {FR,ER,BP}, if no σ-swap can be performed from matching
µ. A sequence of σ-swaps, for σ ∈ {FR,ER,BP}, corresponds to a sequence of matchings
(µ0, µ1, . . . , µr) such that a σ-swap transforms each matching µt into matching µt+1 for
every 0 ≤ t < r. Then, matching µ is σ-reachable from initial matching µ0 if there exists a
sequence of σ-swaps (µ0, µ1, . . . , µr) such that µr = µ. When the context is clear, we omit
σ and the initial matching µ0.

A σ-dynamics is defined according to initial matching µ0 and a type σ of rational
swaps. We say that the σ-dynamics converges if, starting from any initial matching µ0,
every sequence of σ-swaps terminates in a σ-stable matching.

In this article, we consider the following two decision problems related to the possibility
and necessity, respectively, for the swap dynamics to eventually reach a Pareto-optimal
matching.

∃-σ-ParetoSequence
Input: Matching market (N, (Ai)i∈N ,≻, µ0), type σ of rational swaps
Question: Does there exist a sequence of σ-swaps starting from initial matching µ0

which terminates in a Pareto-optimal σ-stable matching?

∀-σ-ParetoSequence
Input: Matching market (N, (Ai)i∈N ,≻, µ0), type σ of rational swaps
Question: Do all sequences of σ-swaps starting from initial matching µ0 terminate in a

Pareto-optimal σ-stable matching?

In order to tackle these questions, we also study the stability and convergence properties
of the considered dynamics in the three types of matching markets.

4. Exchange Rational Swaps

In housing markets, every ER-swap represents a Pareto improvement. Hence, since the
number of agents and objects is finite, ER-dynamics always converges, and the existence of
ER-stable matchings is guaranteed (simply because every Pareto-optimal matching happens
to be ER-stable). However, it may be impossible to reach a Pareto-optimal matching from
a given matching by only applying ER-swaps, as illustrated below (an observation already
made by Damamme et al. (2015)).

Observation 5. ER-dynamics may not converge to a Pareto-optimal matching in housing
markets.

Example 6. Consider a housing market with n ≥ 3 agents. The preferences of the agents
are given below, where the initial assignment is marked with boxes, and [. . . ] denotes an
arbitrary order over the rest of the objects.

1 : o1 ≻ o2 ≻ [. . . ]

2 : o2 ≻ o3 ≻ [. . . ]

3 : o3 ≻ o4 ≻ [. . . ]
...

...

n : on ≻ o1 ≻ [. . . ]
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Observe that no ER-swap is possible in this instance; therefore, the initial matching (boxed
objects) is the unique ER-reachable matching. However, there exists a unique Pareto-optimal
matching (circled objects), and this matching is different from the initial one. Note that, in
such an instance, even if exchanges involving up to n − 1 agents are allowed, the Pareto-
optimal matching will not be reached: the only ER-exchange would involve all n agents.

Nevertheless, Damamme et al. (2015) have shown that ER-dynamics always converges
to a Pareto-optimal matching in housing markets when the agents’ preferences are single-
peaked.

In marriage and roommate markets, an ER-stable matching may not exist, even for
single-peaked preferences. This notably shows that a Pareto-optimal matching may not
be stable (recall that our goal is the convergence to a Pareto-optimal matching and not
only a Pareto-optimal matching, which may not end the swap dynamics). For the sake of
clarity, we reproduce below the counterexamples for the existence of an ER-stable matching
provided in the conclusion of Cechlárová (2002) for the marriage market and in Example
3.5 of Alcalde (1994) for the roommate market.

Example 7 (Alcalde (1994), Cechlárová (2002)). Consider a marriage market with two
women and two men. The preferences are given below and the initial assignment is marked
with boxes.

w1 : m1 ≻ m2

w2 : m2 ≻ m1

m1 : w2 ≻ w1

m2 : w1 ≻ w2

There are only two possible matchings: the encircled matching and the boxed matching.
None of them is ER-stable because from the encircled matching, the two men can swap
and from the boxed matching, the two women can swap. However, these two matchings are
Pareto-optimal. Note that the preferences are trivially single-peaked.

Consider now a roommate market with four agents. The preferences of the agents are
given below.

1 : 2 ≻ 3 ≻ 4

2 : 4 ≻ 1 ≻ 3

3 : 1 ≻ 4 ≻ 2

4 : 3 ≻ 2 ≻ 1

There are only three possible matchings: the encircled matching, the boxed matching and
the diamond matching. None of them is ER-stable: from the diamond matching, all pairs
of agents can swap their partners; from the encircled matching, agents 2 and 3 can swap
their partners; and from the boxed matching, agents 1 and 4 can swap their partners. The
encircled and the boxed matchings are both Pareto-optimal. The preferences are single-peaked
with respect to the order: 3 > 2 > 1 > 4.

Moreover, determining whether there exists an ER-stable matching has been shown
to be NP-hard in both marriage and roommate markets (Cechlárová, 2002; Cechlárová &
Manlove, 2005).

However, we prove that, for globally-ranked preferences, an ER-stable matching always
exists, and, in addition, the convergence to such a matching is guaranteed.
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Proposition 1. ER-dynamics always converges in marriage and roommate markets for
globally-ranked preferences.

Proof. Denote by ▷ the global order over all possible matched pairs in the market such that
the preferences of the agents are globally-ranked with respect to this global order. Define as
a potential function f : µ → R the function which assigns to each matching the sum of ranks
in order ▷ of all the assigned pairs in the matching, i.e., f(µ) =

∑
{i,j}s.t.µ(i)=j rank▷({i, j}))

with rank▷(·) the function which gives the rank of a possible matched pair in order ▷.
Now consider a sequence of ER-swaps given by the sequence of matchings (µ0, µ1, . . . , µr).
Between each matchings µt and µt+1, with 0 ≤ t < r, an ER-swap is performed, say w.r.t.
a pair of agents {i, j}. That means, by definition of an ER-swap, that agents i and j prefer
to exchange their partners in µt, and thus, µt(j) ≻i µ

t(i) and µt(i) ≻j µ
t(j). This implies,

by correlation of the preferences, that {i, µt(j)}▷ {i, µt(i))} and {j, µt(i)}▷ {j, µt(j)}. But
agents i and µt(j) are matched in µt+1, as well as agents j and µt(i). Since the rest of
the pairs remains unchanged between µt and µt+1, we get that f(µt+1) < f(µt). Because
the number of different matchings is finite, we can conclude that ER-dynamics always
converges.

In general, an ER-stable matching may not be Pareto-optimal, and thus the convergence
to a Pareto-optimal matching is not guaranteed, as shown in the next proposition, whose
proof exhibits a counterexample which is similar to Example 6. This holds even when
an ER-stable matching exists and under 2-Euclidean preferences, which are a preference
restriction even stronger than globally-ranked preferences (see Figure 1).

Proposition 2. ER-dynamics may not converge to a Pareto-optimal matching, in mar-
riage and roommate markets, even when an ER-stable matching exists and for 2-Euclidean
preferences.

Proof. Consider a marriage market with three women and three men. The preferences are
given below, and the initial assignment is marked with boxes.

w1 : m1 ≻ m2 ≻ m3

w2 : m2 ≻ m3 ≻ m1

w3 : m3 ≻ m1 ≻ m2

m1 : w1 ≻ w3 ≻ w2

m2 : w2 ≻ w1 ≻ w3

m3 : w3 ≻ w2 ≻ w1

No ER-swap is possible from the initial matching (boxed agents), therefore the initial
matching is the unique ER-reachable matching. However, there is another matching (circled
agents) which is the unique Pareto-optimal matching. Note that this preference profile is
globally-ranked with respect to, e.g., the global order {w1,m1} ▷ {w2,m2} ▷ {w3,m3} ▷
{w1,m2}▷{w2,m3}▷{w3,m1}▷{w1,m3}▷{w2,m1}▷{w3,m2} over all possible matched
pairs in the market and, even more, it is 2-Euclidean with respect to, e.g., the following
planar embedding.
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w1

w2

w3

m1

m2

m3

Now, consider a roommate market with six agents. Preferences of the agents are given
below, where the initial partner of each agent is marked with boxes and [. . . ] denotes an
arbitrary order over the rest of the agents.

1 : 3 ≻ 2 ≻ [. . . ]
2 : 5 ≻ 1 ≻ [. . . ]
3 : 1 ≻ 4 ≻ [. . . ]
4 : 6 ≻ 3 ≻ [. . . ]
5 : 2 ≻ 6 ≻ [. . . ]
6 : 4 ≻ 5 ≻ [. . . ]

No ER-swap is possible from the initial matching (boxed agents), thus the initial match-
ing is the unique ER-reachable matching. However, there is another matching (circled
agents) which is the unique Pareto-optimal matching. Note that this preference profile is
globally-ranked with respect to, e.g., the global order {4, 6} ▷ {1, 3} ▷ {3, 4} ▷ {2, 5} ▷
{1, 2}▷ {5, 6}▷ [. . . ] over all possible matched pairs and, even more, it is 2-Euclidean with
respect to, e.g., the following planar embedding.

1

2

3

4

5 6

Both counterexamples are minimal because, in a smaller instance, a matching would be
composed of exactly two pairs of agents, and thus, any swap would involve all the agents.
Therefore, a matching which Pareto-dominates a stable matching would make every agent
better off in comparison to the current stable one, and thus, there would exist an ER-swap,
a contradiction.

Note that the above preference profiles are not 1-Euclidean. In fact, they are not even
single-peaked. Again, more positive results can be obtained by restricting the domain of
admissible preferences.

Proposition 3. Every ER-stable matching is Pareto-optimal when preferences are single-
peaked in marriage and roommate markets.

Proof. Let µ be an ER-stable matching. For any two agents i and j (in N for roommate
markets, or both in either W or M for marriage markets) it holds that µ(i) ≻i µ(j) or
µ(j) ≻j µ(i). Suppose that µ is not Pareto-optimal, i.e., there is another matching µ′ such
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that µ′(i) ⪰i µ(i) for every i ∈ N and there exists j ∈ N such that µ′(j) ≻j µ(j). Then,
there exists a Pareto improving cycle from µ to µ′ along agents (n1, . . . , nk) such that each
agent ni, 1 ≤ i ≤ k, is matched in µ′ with agent µ(n(i mod k)+1). For marriage markets,
the agents in (n1, . . . , nk) are restricted by definition to only one side of the market, but
it impacts both sides since the agents exchange agents of the other side. But there is no
problem with the preferences of the matched agents because no agent is worse off in µ′

compared to µ. The same holds for roommate markets. Since µ is ER-stable, it holds that
k > 2. However, for single-peaked preferences, one can prove, by following the same proof
by induction as Damamme et al. (2015)’s Proposition 1, that a Pareto improving cycle of
any length cannot occur, contradicting the fact that µ is Pareto dominated. We reproduce
below the main arguments of the proof, for the sake of self-containment. We will mainly use
the property that every single-peaked preference profile is worst-restricted: for any triple
of alternatives X := {x, y, z}, there always exists an alternative within X which is never
ranked last by an agent when restricting the preference profile to X.

Let xi denote the agent µ(ni) matched with agent ni in matching µ, for 1 ≤ i ≤ k. By
definition of the improving cycle, each agent ni prefers x(i mod k)+1 to xi, for 1 ≤ i ≤ k.
Moreover, each agent n(i mod k)+1 must prefer x(i mod k)+1 to xi, for 1 ≤ i ≤ k, otherwise a
possible swap would exist between agents ni and n(i mod k)+1. It follows that, for the base
case with k = 3, we have the following preferences, which violate worst-restrictedness, a
contradiction.

x2 ≻n1 x1 ≻n1 x3
x3 ≻n2 x2 ≻n2 x1
x1 ≻n3 x3 ≻n3 x2

Assume now, by induction, that no improving cycle of length k′ is possible for every
k′ < k for a given k such that 3 < k ≤ n. Let us now suppose that there exists an improving
cycle of length k. Every agent ni must prefer xi to any other agent xj , for 1 ≤ i ≤ k with
j ∈ {1, . . . , k} \ {i, (i mod k) + 1}, otherwise the agents {ni, nj , nj+1, . . . , nk, n1, . . . , ni−1}
would form an improving cycle of length strictly smaller than k, contradicting the induction
assumption. Consider an arbitrary agent ni within the improving cycle, with 1 ≤ i ≤ k,
and the agent, denoted by xw, that ni ranks last within {x1, x2, . . . , xk}. By the previous
observations, the agents nw−1 and nw must have the following preferences: xw ≻nw−1

xw−1 ≻nw−1 xw+1 and xw+1 ≻nw xw ≻nw xw−1 (where w − 1 = k if w = 1, and w + 1 = 1
if w = k). It follows that the three agents ni, nw−1 and nw violate worst-restrictedness for
the three alternatives xw, xw−1 and xw+1, a contradiction.

Propositions 1 and 3 allow us to conclude that sequences of ER-swaps will always ter-
minate in Pareto-optimal matchings when preferences are both single-peaked and globally-
ranked, like in 1-Euclidean preferences.

Corollary 1. ER-dynamics always converges to a Pareto-optimal matching in marriage
and roommate markets for 1-Euclidean preferences.

For more general preferences, an interesting computational question is whether, given
a preference profile and an initial assignment, a Pareto-optimal matching can be reached
via ER-swaps. In the context of housing markets, the complexity of this question was
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mentioned as an open problem by Damamme et al. (2015). It turns out that this problem
is computationally intractable for all kinds of matching markets considered in this paper,
even for globally-ranked preferences.

Theorem 1. ∃-ER-ParetoSequence is NP-hard in housing, marriage, and roommate
markets, even for globally-ranked preferences.

Proof. Let us first consider the case of housing markets. We perform a reduction from
2P1N-SAT, a variant of SAT known to be NP-complete (Yoshinaka, 2005), where the goal
is to decide the satisfiability of a CNF propositional formula where each variable appears
exactly twice as a positive literal and once as a negative literal. The idea of the proof is
close to the one given by Gourvès et al. (2017) for proving NP-hardness of determining
whether a given object is reachable by a given agent. From an instance of 2P1N-SAT with
formula φ on m clauses C1, . . . , Cm and p variables x1, . . . , xp, we build a housing market
(N,O,≻, µ0) as follows.

For each clause Cj , with 1 ≤ j ≤ m, we construct two clause-agents in N denoted by
Kj and K ′

j and two clause-objects in O denoted by kj and k′j such that µ0(Kj) = kj and

µ0(K ′
j) = k′j . For each variable xi, with 1 ≤ i ≤ p, we construct six literal-agents in N

corresponding to two copies of each literal, namely agents Y ℓ
i and Zℓ

i who correspond to
the ℓth (ℓ ∈ {1, 2}) positive occurrence of variable xi in formula φ, denoted by xℓi , and Yi
and Zi who correspond to the negative occurrence of variable xi in formula φ, denoted by
xi; we also create their associated literal-objects yℓi , z

ℓ
i , yi and zi such that µ0(Y ℓ

i ) = yℓi ,
µ0(Zℓ

i ) = zℓi , µ
0(Yi) = yi and µ0(Zi) = zi. The literal-agents are divided into two sets,

denoted by Y and Z, which correspond to the original agents and their copy, respectively,
i.e., Y :=

⋃
1≤i≤p{Y 1

i , Y
2
i , Y i} and Z :=

⋃
1≤i≤p{Z1

i , Z
2
i , Zi}. Three additional agents B,

T and T ′ are created in N , with their initial assigned objects denoted by b, t, and t′,
respectively.

The preferences of the agents are given below for each 1 ≤ i ≤ p and 1 ≤ j < m
(notation [. . . ] denotes an arbitrary order over the rest of the objects, {yj} is an arbitrary
order over the literal-objects in y :=

⋃
1≤i≤p{y1i , y2i , yi} which are associated with literals of

clause Cj , and cl(ℓi) is the index of the clause in which literal ℓi appears).

T : t′ ≻ {y1} ≻ t ≻ [. . . ] T ′ : k′m ≻ {y1} ≻ t′ ≻ [. . . ]

Kj : k′j ≻ {yj+1} ≻ t ≻ {yj} ≻ kj ≻ [. . . ] K ′
j : kj ≻ {yj} ≻ k′m ≻ {yj+1} ≻ k′j ≻ [. . . ]

Km : b ≻ t ≻ {ym} ≻ km ≻ [. . . ] K ′
m : km ≻ {ym} ≻ k′m ≻ [. . . ]

Y 1
i : z1i ≻ kcl(xi) ≻ kcl(x1

i )
≻ yi ≻ y1i ≻ [. . . ] Z1

i : y1i ≻ yi ≻ kcl(x1
i )

≻ kcl(xi) ≻ z1i ≻ [. . . ]

Y 2
i : z2i ≻ y1i ≻ kcl(x2

i )
≻ yi ≻ y2i ≻ [. . . ] Z2

i : y2i ≻ yi ≻ y1i ≻ kcl(x2
i )

≻ z2i ≻ [. . . ]

Yi : zi ≻ y2i ≻ yi ≻ [. . . ] Zi : yi ≻ y2i ≻ zi ≻ [. . . ]
B : t ≻ b ≻ [. . . ]

We claim that the formula φ is satisfiable if and only if the matching assigning to each
agent her best object is reachable (this is the only Pareto-optimal matching). The global
idea of the reduction is that the only way to reach this Pareto-optimal matching is to make
object t reach agent Km by first giving to each clause-agent Kj , via ER-swaps, a literal-
object in {yj}, objects associated with the literals of clause Cj . Once object t reaches
clause-agent Km, each agent except K ′

m exchanges with her prime version agent (agents
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Z1
i , Z

2
i , and Zi are the prime versions of agents Y 1

i , Y
2
i , and Yi, respectively, and B is the

prime version of Km), and then the prime agents make among them the reverse sequence
of swaps of the initial one where the goal was to make object t reach Km, leading to the
Pareto-optimal matching. By construction of the preferences among the literal-agents, once
a literal-object associated with a positive (resp., negative) literal of a variable has been
chosen to go with a clause-agent Kj , no literal-object associated with a negative (resp.,
positive) literal of this variable can reach a clause-agent. An illustration of the sequence of
swaps that needs to occur is given in Figure 2.

Let us first assume that the formula φ is satisfiable with truth assignment ϕ. For each
clause Cj , let us choose an arbitrary literal of clause Cj which is true in ϕ (such a literal
must exist by satisfiability assumption) and denote by Lj and ℓj its associated literal-agent
and literal-object, respectively. By construction, ℓj belongs to {yj} and Lj initially owns
ℓj . For each clause Cj , if Lj corresponds to a positive literal, then Lj directly exchanges
object ℓj with agent Kj , otherwise, i.e., if Lj = Yi for a given i such that 1 ≤ i ≤ p,
agent Lj first exchanges her object with agent Y 2

i who then exchanges it with agent Y 1
i

who then exchanges it with agent Kj . Observe that all these swaps are exchange rational
and eventually give to each agent Kj an object associated with one of the literals of Cj

which are true in ϕ. At this point, we perform the sequence of swaps between the agents
{T,K1}, {K1,K2}, . . . , {Km−1,Km}, which are exchange rational and lead to give object t
to agent Km. Now, let agents T , K1, K2, . . . , and Km−1 exchange with their respective
prime version agent, i.e., agent T exchange with T ′, K1 with K ′

1 and so on, as well as literal-
agents in Y with their associated agent in Z, i.e., for every 1 ≤ i ≤ p, agent Y ℓ

i exchange
with agent Zℓ

i , for ℓ ∈ {1, 2}, and agent Yi exchange with agent Zi. Moreover, let agent Km

exchange with agent B. Observe that all these swaps are exchange rational and lead to give
to each agent in {T,K1, . . . ,Km, B} ∪ Y her best object. This is also the case for agents
in Z for which the associated agent in Y is not a chosen Lj (or does not correspond to
the positive literal of a chosen negative Lj). We then reproduce the first sequence of swaps
leading to give object t to agent Km but in reverse order and over prime-version agents.
Therefore, we get that agent T ′ obtains object k′m, and each agent K ′

j first gets object ℓj
and then, since each agent K ′

j exchanges with the literal-agent in Z who corresponds to
the literal-agent in Y who has participated in the first sequence of swaps to move object
ℓj , we get that each agent K ′

j gets her best object, as well as agents in Z, because their
best object is the initial object of their associated agent in Y . Finally, we have reached a
matching where every agent is assigned her best object. For a description of the different
steps of the sequence of swaps, see Figure 2.

Let us now assume that the matching assigning to each agent her best object is reachable.
That means that agent B obtains object t, but the only way for her to get it in ER-swaps
is via agent Km, because no other agent prefers object b to her initial object. Therefore,
object t, which is initially owned by agent T must reach agent Km. By construction of the
preferences of the agents, this can only be done via all the agents K1, K2, . . . , Km−1, who
must have previously gotten an object within {yj} for each Kj . This can only be done by
exchanging with agents in Y . Observe that a literal-object in y corresponding to a negative
literal, say yi, can reach an agent Kj only via agent Y 2

i and then agent Y 1
i . Therefore,

by exchange rationality of the swaps and construction of the preferences, if a literal-object
in y corresponding to a positive literal of a variable is chosen for reaching a clause-agent,
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L̃1 K1

L̃2 K2

...

L̃m Km
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ℓ2 ∈ {y2}

k2
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ℓm ∈ {ym}

k′m−1

K ′
m

K ′
m−1

...

K ′
2

K ′
1

T ′

k′m ℓm ∈ {ym}
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...
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ℓm ∈ {ym}

km

1 2 3 4 5

Y 1
1

Y 2
1

Y1

Z1
1

Z2
1

Z1

z11

z21

z1
...
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Figure 2: Description of the sequence of swaps in the complexity proof of Theorem 1 for
reaching the only Pareto-optimal matching. Nodes are agents and arrows repre-
sent swaps where the exchanged objects are denoted along the arrows. Agents are

boxed when they obtain their most preferred object. Agent L̃j (resp., L̃′
j) refers

directly to the literal-agent in Y (resp., in Z) who is associated with a chosen
literal of clause Cj if this literal is positive, or to literal-agent Y 1

i (resp., Z1
i ) if this

literal is negative of index i. In the latter case, before swaps described at global
step 1, agent Yi exchanges literal-object ℓj with agent Y 2

i who then exchanges
it with agent Y 1

i . Conversely, in the same case, after global step 5, agent Z1
i

exchanges literal-object ℓ1 with agent Z2
i who then exchanges it with agent Zi.
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then the negative version of this object can never reach a clause-agent, and vice versa if
the negative version is chosen. It follows that we must have chosen one literal-object per
clause-agent and that, among all the chosen literal-objects, there cannot be two of them
which correspond to opposite literals. Hence, by setting to true all the literals corresponding
to chosen literal-objects, we get a truth assignment of the variables which satisfies formula
φ.

To adapt the proof to the case of marriage and roommate markets, we now consider
the objects in O as agents. More precisely, we build a marriage market (N,≻, µ0) where
N = M ∪W with W = {T, T ′, B, {Kj ,K

′
j}1≤j≤m, {Y 1

i , Y
2
i , Yi, Z

1
i , Z

2
i , Zi}1≤i≤p} and M =

{t, t′, b, {kj , k′j}1≤j≤m, {y1i , y2i , yi, z1i , z2i , zi}1≤i≤p}. The preferences of women over men are
the same as the preferences of agents over objects previously described, and the preferences
of men over women are described below for 1 ≤ j < m and 1 ≤ i ≤ p. The notation {Yj}
(resp., {Zj}) denotes an arbitrary order over the subset of literal-agents in Y (resp., Z)
that are associated with a literal of clause Cj where each “negative” literal-agent Y i (resp.,
Zi) is replaced by agent Y 1

i (resp., Z1
i ). Moreover, K0 = T , K ′

0 = T ′, and [. . . ] denotes an
arbitrary order over the rest of the women.

t : B ≻ Km ≻ · · · ≻ K1 ≻ T ≻ [. . . ]
kj : K ′

j ≻ {Zj} ≻ {Yj} ≻ Kj ≻ [. . . ]

km : K ′
m ≻ {Zm} ≻ {Ym} ≻ Km ≻ [. . . ]

y1i : Z1
i ≻ Z2

i ≻ Y 2
i ≻ K ′

cl(x1
i )

≻ K ′
cl(x1

i )−1
≻ Kcl(x1

i )−1 ≻ Kcl(x1
i )

≻ Y 1
i ≻ [. . . ]

y2i : Z2
i ≻ Zi ≻ Yi ≻ K ′

cl(x2
i )

≻ K ′
cl(x2

i )−1
≻ Kcl(x2

i )−1 ≻ Kcl(x2
i )

≻ Y 2
i ≻ [. . . ]

yi : Zi ≻ Z2
i ≻ Z1

i ≻ K ′
cl(xi)

≻ K ′
cl(xi)−1 ≻ Kcl(xi)−1 ≻ Kcl(xi) ≻ Y 1

i ≻ Y 2
i ≻ Yi ≻ [. . . ]

t′ : T ≻ T ′ ≻ [. . . ]

k′j : Kj ≻ K ′
j ≻ [. . . ]

k′m : T ′ ≻ K ′
1 ≻ · · · ≻ K ′

m ≻ [. . . ]

z1i : Y 1
i ≻ Z1

i ≻ [. . . ]

z2i : Y 2
i ≻ Z2

i ≻ [. . . ]

zi : Yi ≻ Zi ≻ [. . . ]

b : Km ≻ B ≻ [. . . ]

For roommate markets, we consider the same market but without distinguishing between
men and women. The only difference in the preferences is that [. . . ] is an arbitrary order
over all the rest of the agents. In such a way, there is no incentive to partner with an agent
who belongs to the other side of the marriage market.

Note that the preferences are globally ranked with respect to, e.g., the follow-
ing global order over all possible matched pairs in the market: {t, B} ▷ {b,Km} ▷
{t,Km}▷ {b, B}▷ {t′, T}▷ {k′m, T ′}▷ {kj ,K ′

j}∀j ▷ {k′j ,Kj}∀j<m ▷ {zi, Yi}∀i ▷ {yi, Zi}∀i ▷
{zℓi , Y ℓ

i }ℓ∈{1,2},∀i ▷ {yℓi , Zℓ
i }ℓ∈{1,2},∀i ▷ {y2i , Zi}∀i ▷ {y2i , Yi}∀i ▷ {yi, Z2

i }∀i ▷ {yi, Z1
i }∀i ▷

{zi, Zi}∀i ▷ {y1i , Z2
i }∀i ▷ {y1i , Y 2

i }∀i ▷ {{yj},K ′
j}∀j ▷ {k′m,K ′

1} ▷ · · · ▷ {k′m,K ′
m} ▷

{{yj},K ′
j−1}∀j ▷ {t′, T ′}▷ {k′j ,K ′

j}∀j<m ▷ {kcl(x1
i )
, Z1

i }∀i ▷ {kcl(xi), Z
1
i }∀i ▷ {kcl(x2

i )
, Z2

i }∀i ▷
{zℓi , Zℓ

i }ℓ∈{1,2},∀i ▷ {{yj},Kj−1}∀j ▷ {t,Km−1} ▷ · · · ▷ {t,K1} ▷ {t, T} ▷ {{yj},Kj}∀j ▷
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{kcl(xi), Y
1
i }∀i ▷ {kcl(x1

i )
, Y 1

i }∀i ▷ {kcl(x2
i )
, Y 2

i }∀i ▷ {kj ,Kj}∀j ▷ {yi, Y 1
i }∀i ▷ {yi, Y 2

i }∀i ▷
{yℓi , Y ℓ

i }ℓ∈{1,2},∀i ▷ {yi, Yi}∀i ▷ [arbitrary order over the rest of pairs], where an arbitrary
order can be chosen when a set of pairs is mentioned.

Given these preferences for both marriage and roommate markets, a swap is rational for
one side of the market if and only if it is also rational for the other side (in the constructed
roommate market, no ER-swap can occur between two agents who were from two different
sides in the marriage market). In other words, the set of ER-swaps is identical to the set of
FR-swaps. Indeed, after any (possibly empty) sequence of swaps, one can observe that for
any agent i, all the agents that are preferred to the current partner of agent i also prefer
agent i to their current partner. Hence, the sequences of swaps that may occur are exactly
the same as in the proof for housing markets, which completes the proof.

For housing markets, the size of a sequence of ER-swaps is bounded by O(n2) because
every agent involved in the swap is strictly better off. Therefore, since checking the Pareto-
optimality of a matching can be done in polynomial time, we also get membership in NP.

Corollary 2. ∃-ER-ParetoSequence is NP-complete in housing markets, even for
globally-ranked preferences.

Note that the model of swap dynamics in housing markets used by Gourvès et al. (2017)
takes into account an underlying graph structure where two agents can exchange their
objects only if they are connected in the graph. They notably investigate the complexity
of the problems of deciding whether a given agent can get a given object via a sequence of
swaps and whether a given assignment is reachable by a sequence of swaps. They left open
the complexity of these questions on a complete graph, but the proof of Theorem 1 shows
that both problems are actually intractable.

Corollary 3. In housing markets, determining whether a given agent can get a given object
via a sequence of ER-swaps or whether a given matching can be reached via a sequence of
ER-swaps is NP-hard.

By slightly modifying the proof of Theorem 1, we can also show that it is NP-hard to
detect a cycle in the ER-dynamics for marriage and roommate markets.3 It follows that
determining convergence is hard for markets that match agents with other agents.

Theorem 2. Determining whether ER-dynamics is guaranteed to converge is co-NP-hard
in marriage and roommate markets.

Proof. We show that determining whether ER-dynamics can cycle in marriage and room-
mate markets is NP-hard. Consider the instance of a marriage market used in the proof
of Theorem 1 and change the preferences of agents t and b by swapping the positions of
agents B and Km in their preference rankings. The formula of the 2P1N-SAT instance is
satisfiable if and only if agent t is reachable for agent Km through a configuration where
agents Km and B can exchange their partners within an ER-swap whereas their partners
can then perform an ER-swap to come back to the previous matching. We thus get a cycle

3. Recall that there is no possibility of cycles in the ER-dynamics for housing markets. Indeed, the dynamics
is proven to converge since an ER-swap makes every involved agent better off in housing markets.
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in the ER-dynamics. This is the only possible cycle since all the other ER-swaps are FR-
swaps; that is, they make all the agents involved in the swaps better off. The same proof
adaptation works for the roommate market built in the proof of Theorem 1.

Nevertheless, the problem of convergence to a Pareto-optimal matching is not only
due to convergence issues. For preferences more general than those restricted to the 1-
Euclidean domain, recognizing the instances where ER-dynamics is guaranteed to converge
to a Pareto-optimal matching is intractable, even when ER-dynamics always converges to
a stable matching.

Theorem 3. ∀-ER-ParetoSequence is co-NP-hard in housing, marriage, and roommate
markets, even for globally-ranked preferences.

Proof. The proof is very similar to the one presented in Theorem 1. We first consider the
case of housing markets. We provide a reduction to the problem of deciding the existence
of a sequence of ER-swaps terminating in a matching which is not Pareto-optimal. From
an instance of 2P1N-SAT (Yoshinaka, 2005) with formula φ on m clauses and p variables,
we build a housing market (N,O,≻, µ0) where the set of agents N and the set of objects
O are the same as in the proof of Theorem 1, except that agent B and object b are not
present. The preferences are only slightly different but, for the sake of clarity, we explicitly
present them below, for 1 ≤ j < m and 1 ≤ i ≤ p (the notations are the same as in the
proof of Theorem 1).

T : t′ ≻ {y1} ≻ t ≻ [. . . ] T ′ : t ≻ {y1} ≻ t′ ≻ [. . . ]

Kj : k′j ≻ {yj+1} ≻ t ≻ {yj} ≻ kj ≻ [. . . ] K ′
j : kj ≻ {yj} ≻ t ≻ {yj+1} ≻ k′j ≻ [. . . ]

Km : k′m ≻ t ≻ {ym} ≻ km ≻ [. . . ] K ′
m : km ≻ {ym} ≻ k′m ≻ [. . . ]

Y 1
i : z1i ≻ kcl(xi) ≻ kcl(x1

i )
≻ yi ≻ y1i ≻ [. . . ] Z1

i : y1i ≻ yi ≻ kcl(x1
i )

≻ kcl(xi) ≻ z1i ≻ [. . . ]

Y 2
i : z2i ≻ y1i ≻ kcl(x2

i )
≻ yi ≻ y2i ≻ [. . . ] Z2

i : y2i ≻ yi ≻ kcl(x2
i )

≻ y1i ≻ z2i ≻ [. . . ]

Yi : zi ≻ y2i ≻ yi ≻ [. . . ] Zi : yi ≻ y2i ≻ zi ≻ [. . . ]

We claim that there exists a sequence of ER-swaps which does not terminate in a Pareto-
optimal matching if and only if formula φ is satisfiable. Observe that there exists a unique
Pareto-optimal matching which is the matching assigning to every agent her most preferred
object.

Suppose first that formula φ is satisfiable. Then, let us show that there exists a sequence
of ER-swaps which does not terminate in the matching where every agent gets her best
object. Following the arguments of the proof of Theorem 1, this is possible to make object t
reach agentKm, where object t is the second most preferred object of agentKm. Afterwards,
agentKm cannot make any further ER-swap because no agent prefers object t to her current
assigned object, except possibly agents K ′

j for 1 ≤ j < m and agent T but they cannot
get object k′m (which is less preferred than their initial object) which is the only one that
agent Km prefers to t. Note that all the clause-agents Kj get an object that they prefer
to object t since they were all involved in the sequence of swaps leading to passing object
t from agent T to agent Km. Therefore, the associated sequence of swaps terminates in a
matching where agent Km can only get her second-most preferred object, and thus it is not
Pareto-optimal.
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Suppose now that formula φ is not satisfiable. According to the arguments of the proof
of Theorem 1, then this is not possible to make agent Km get object t. By construction
of the preferences, the sequence of ER-swaps between only agents and their prime versions
(recall that the prime version of an agent in Y is an agent in Z with the same indices)
trivially leads to give to every agent her best object. Note that a “prime” agent cannot
make swaps with another prime agent as long as she did not exchange with an “original”
agent. Moreover, this original agent must be her associated prime agent because, among
the prime objects, the original agents only prefer the object of their associated prime agent
over their initial object. Note that, after this swap, the original agents get their most
preferred object and thus are not involved in further swaps. Whatever the object owned
by an original agent, a swap can occur with her associated prime agent because the prime
agent has not made previous swaps (as noted before) and the prime agent has reversed
preferences compared to the ones of the original agent, except for agents Km and K ′

m who
have preferences which differ only with object t (K ′

m does not prefer it to her initial object)
but this is not a problem since object t cannot be reached by agent Km. Therefore, at
the end of any sequence of swaps, each original agent gets her most preferred object. For
prime agents, if after the swap with their associated original agent, they do not get their
most preferred object, this is because their associated original agent made previous swaps
with other original agents. By reproducing the reverse sequence of swaps among the prime
agents, they get the initial object of their associated agent which is their most preferred
object. Note that at this point, there is no other sequence of swaps which can be applied
without leading to give to each prime agent her most preferred object. Indeed, if it were the
case, then, by construction of the preferences, there would still be a possible swap. Hence,
all sequences of ER-swaps terminate in the Pareto-optimal matching.

To adapt the proof to the case of marriage and roommate markets, we now consider
the objects in O as agents. More precisely, we build a marriage market (N,≻, µ0) where
N = M ∪ W with W = {T, T ′, {Kj ,K

′
j}1≤j≤m, {Y 1

i , Y
2
i , Yi, Z

1
i , Z

2
i , Zi}1≤i≤n} and M =

{t, t′, {kj , k′j}1≤j≤m, {y1i , y2i , yi, z1i , z2i , zi}1≤i≤n}. The preferences of women over men are
the same as the preferences of agents over objects previously described, and the preferences
of men over women are described below for 1 ≤ j ≤ m and 1 ≤ i ≤ p (the notations are the
same as in the proof of Theorem 1).

t : T ′ ≻ K ′
1 ≻ · · · ≻ K ′

m−1 ≻ Km ≻ · · · ≻ K1 ≻ T ≻ [. . . ] t′ : T ≻ T ′ ≻ [. . . ]

kj : K ′
j ≻ {Zj} ≻ {Yj} ≻ Kj ≻ [. . . ] k′j : Kj ≻ K ′

j ≻ [. . . ]

y1i : Z1
i ≻ Z2

i ≻ Y 2
i ≻ K ′

cl(x1
i )

≻ K ′
cl(x1

i )−1
≻ Kcl(x1

i )−1 ≻ Kcl(x1
i )

≻ Y 1
i ≻ [. . . ] z1i : Y 1

i ≻ Z1
i ≻ [. . . ]

y2i : Z2
i ≻ Zi ≻ Yi ≻ K ′

cl(x2
i )

≻ K ′
cl(x2

i )−1
≻ Kcl(x2

i )−1 ≻ Kcl(x2
i )

≻ Y 2
i ≻ [. . . ] z2i : Y 2

i ≻ Z2
i ≻ [. . . ]

yi : Zi ≻ Z2
i ≻ Z1

i ≻ K ′
cl(xi)

≻ K ′
cl(xi)−1 ≻ Kcl(xi)−1 ≻ Kcl(xi) ≻ Y 1

i ≻ Y 2
i ≻ Yi ≻ [. . . ] zi : Yi ≻ Zi ≻ [. . . ]

For roommate markets, we consider the same market but without distinguishing between
men and women. The only difference in the preferences is that [. . . ] is an arbitrary order
over all the rest of the agents. In such a way, there is no incentive to partner with an agent
who belongs to the other side of the marriage market.

Note that the preferences are globally ranked with respect to, e.g., the following global
order over all possible matched pairs in the market: {t, T ′}▷{kj ,K ′

j}∀j▷{yℓi , Zℓ
i }ℓ∈{1,2},∀i▷

{yi, Zi}∀i ▷ {t′, T} ▷ {k′j ,Kj}∀j ▷ {zℓi , Y ℓ
i }ℓ∈{1,2},∀i ▷ {zi, Yi}∀i ▷ {yi, Z2

i }∀i ▷ {yi, Z1
i }∀i ▷
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{y2i , Zi}∀i ▷ {y2i , Yi}∀i ▷ {kcl(xℓ
i)
, Zℓ

i }ℓ∈{1,2},∀i ▷ {kcl(xi), Z
1
i }∀i ▷ {y1i , Z2

i }∀i ▷ {y1i , Y 2
i }∀i ▷

{kcl(xi), Y
1
i }∀i▷ {kcl(xℓ

i)
, Y ℓ

i }∀i▷ {{yj},K ′
j}∀j ▷ {t,K ′

1}▷ · · ·▷ {t,K ′
m−1}▷ {{yj},K ′

j−1}∀j ▷
{{yj},Kj−1}∀j ▷ {t,Km}▷ · · ·▷ {t,K1}▷ {{yj},Kj}∀j ▷ {yi, Y 1

i }∀i ▷ {yi, Y 2
i }∀i ▷ {t, T}▷

{kj ,Kj}∀j▷{yℓi , Y ℓ
i }ℓ∈{1,2},∀i▷{yi, Yi}∀i▷{t′, T ′}▷{k′j ,K ′

j}∀j▷{zℓi , Zℓ
i }ℓ∈{1,2},∀i▷{zi, Zi}∀i▷

[arbitrary order over the rest of pairs], where an arbitrary order can be chosen when a set
of pairs is mentioned.

Given these preferences for both marriage and roommate markets, a swap is rational for
one side of the market if and only if it is also rational for the other side (in the constructed
roommate market, no ER-swap can occur between two agents who were from two different
sides in the marriage market). In other words, the set of ER-swaps is identical to the set
of FR-swaps. Indeed, after any sequence of swaps (even possibly empty), one can observe
that for any agent i, all the agents that are preferred to the current partner of agent i also
prefer agent i to their current partner. Hence, the sequences of swaps that may occur are
exactly the same as in the proof for housing markets, which completes the proof.

Since the size of a sequence of ER-swaps is bounded for housing markets and checking
Pareto-optimality can be done in polynomial time, we get membership in co-NP.

Corollary 4. ∀-ER-ParetoSequence is co-NP-complete in housing markets, even for
globally-ranked preferences.

5. Blocking Pair Swaps

BP -swaps cannot occur in housing markets because objects can never be better off. We
therefore focus in this section on matching markets that match agents with other agents.

First, by definition of a blocking pair, any BP -stable matching is Pareto-optimal. Indeed,
consider a stable matching µ which is Pareto-dominated by matching µ′. Then, there exists
an agent i such that µ′(i) ≻i µ(i). Since no agent is worse off in µ′ compared to µ, it follows
that for agent j such that j = µ′(i), it holds that µ′(j) ⪰j µ(j). But µ′(j) ̸= µ(j) because
i = µ′(j) is strictly better off in µ′. So, (i, j) forms a blocking pair for matching µ, which
contradicts its stability.

Observation 6. Every BP-stable matching is Pareto-optimal.

Moreover, a BP -stable matching always exists in marriage markets by the Deferred
Acceptance algorithm (Gale & Shapley, 1962). However, the convergence to such a state
is not guaranteed, as illustrated by Knuth (1976). The counterexample provided by Knuth
(1976) can be completed in such a way that it holds even for single-peaked preferences. For
the sake of clarity, we provide below a similar counterexample with a cycle in BP -dynamics
for single-peaked preferences.

Example 8. Consider a marriage market with three women and three men. The preferences
of the agents are presented below, with the illustration of a cycle in BP-dynamics. The
current matching is marked with boxed agents. The deviations are represented by arcs
labeled with the blocking pair.
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w1 : m1 ≻ m3 ≻ m2

w2 : m3 ≻ m1 ≻ m2

w3 : m3 ≻ m1 ≻ m2

m1 : w3 ≻ w1 ≻ w2

m2 : w1 ≻ w3 ≻ w2

m3 : w1 ≻ w3 ≻ w2

w1 : m1 ≻ m3 ≻ m2

w2 : m3 ≻ m1 ≻ m2

w3 : m3 ≻ m1 ≻ m2

m1 : w3 ≻ w1 ≻ w2

m2 : w1 ≻ w3 ≻ w2

m3 : w1 ≻ w3 ≻ w2

w1 : m1 ≻ m3 ≻ m2

w2 : m3 ≻ m1 ≻ m2

w3 : m3 ≻ m1 ≻ m2

m1 : w3 ≻ w1 ≻ w2

m2 : w1 ≻ w3 ≻ w2

m3 : w1 ≻ w3 ≻ w2

w1 : m1 ≻ m3 ≻ m2

w2 : m3 ≻ m1 ≻ m2

w3 : m3 ≻ m1 ≻ m2

m1 : w3 ≻ w1 ≻ w2

m2 : w1 ≻ w3 ≻ w2

m3 : w1 ≻ w3 ≻ w2

(w1,m1)

(w3,m1)

(w3,m3)

(w1,m3)

Note that the preferences of the agents are single-peaked with respect to, e.g., the linear order
w3 > w1 > w2 > m3 > m1 > m2. Nevertheless, in this instance, there is a path of blocking
pair swaps, which leads to a stable state. More precisely, by executing the swaps defined
by the following sequence of blocking pairs, ({w1,m1}, {w3,m1}, {w1,m3}), we reach the
matching assigning man m3 to woman w1, man m2 to woman w2, and man m1 to woman
w3, which is BP-stable.

Nevertheless, when old partners are not matched with each other, there always exists a
sequence of BP -swaps leading to a stable matching (Roth & Vande Vate, 1990). However,
when old partners are matched with each other, like in our setting, there exist marriage
markets where no BP -stable matching can be reached from some initial matching (Tamura,
1993; Tan & Su, 1995), as reproduced below.4

Example 9. Consider a marriage market with four women and four men. The preferences
are given below and the initial assignment is marked with boxes.

w1 : m1 ≻ m3 ≻ m2 ≻ m4

w2 : m2 ≻ m4 ≻ m3 ≻ m1

w3 : m3 ≻ m1 ≻ m4 ≻ m2

w4 : m4 ≻ m2 ≻ m1 ≻ m3

m1 : w2 ≻ w4 ≻ w1 ≻ w3

m2 : w3 ≻ w1 ≻ w2 ≻ w4

m3 : w4 ≻ w2 ≻ w3 ≻ w1

m4 : w1 ≻ w3 ≻ w4 ≻ w2

One can show that no BP-stable matching can be reached in this instance when starting
from the initial matching given by boxes. At each step of the BP-dynamics, exactly one BP-
swap is possible, implying that there is a unique possible execution of the dynamics. This
unique execution of the BP-dynamics eventually assigns every woman with every possible
man and comes back to the initial given assignment, forming a cycle.

In roommate markets, even the existence of a BP -stable matching is not guaran-
teed (Gale & Shapley, 1962), and this remains true even for single-peaked preferences.
Nevertheless, checking the existence of a stable matching in a roommate market can be
done in polynomial time (Irving, 1985) and, like in marriage markets, there always exists
a sequence of BP -swaps leading to a stable matching when there exists one (Diamantoudi,
Miyagawa, & Xue, 2004), and old partners are not matched with each other. However, a

4. The conference version of our paper, published in the proceedings of WINE-2019, contained an error by
supposing that the result of Roth and Vande Vate (1990) holds even when matching the old partners of
the blocking pair with each other.
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counterexample for the existence of a path to stability can be found in our setting, where
old partners are matched with each other, by adapting those of Tamura (1993) or Tan and
Su (1995) for marriage markets (it suffices in Example 9 to rank agents of the same type
at the end of the given preferences: by construction and the given initial assignment, the
same necessary cycle will occur).

Chen (2020) has recently proved that the problem of the existence of a path to stability
with respect to BP -swaps is hard in marriage markets with incomplete preferences (i.e.,
when allowing unacceptabilities in the preferences). It remains open whether this result
still holds for complete preferences, as studied in this paper.

Nevertheless, in general, determining whether all sequences of BP -swaps terminate in
a Pareto-optimal matching, i.e., checking the convergence of BP -dynamics to a Pareto-
optimal matching, is hard. This is due to the hardness of checking the existence of a cycle
in BP -dynamics.

Theorem 4. Determining whether BP-dynamics can cycle in marriage and roommate mar-
kets is NP-hard.

Proof. We perform a reduction from (3,B2)-SAT, a variant of 3-SAT known to be NP-
complete (Berman, Karpinski, & Scott, 2003), where the goal is to decide the satisfiability
of a CNF propositional formula with exactly three literals per clause and where each variable
appears exactly twice as a positive literal and twice as a negative literal. From an instance
of (3,B2)-SAT with formula φ on m clauses C1, . . . , Cm and p variables x1, . . . , xp, we build
a marriage market (N = W ∪M,≻, µ0) as follows.

For each clause Cj , with 1 ≤ j ≤ m, we create four clause-agents Aj , Bj , Qj , and Kj ,
where Aj , Qj ∈ W and Bj ,Kj ∈ M . For each occurrence of variable xi, with 1 ≤ i ≤ p, we
create four literal-agents, i.e., agents Zℓ

i , D
ℓ
i ∈ W , and Y ℓ

i , E
ℓ
i ∈ M for the ℓth positive literal

xℓi of xi, with ℓ ∈ {1, 2}, and Z
ℓ
i , D

ℓ
i ∈ W , and Y

ℓ
i , E

ℓ
i ∈ M for the ℓth negative literal xℓi of

xi, with ℓ ∈ {1, 2}. Denote by A, B, Q, K, D, E, Y , and Z the sets of agents associated
with the same letter.

The preferences of the agents are given below, for 1 ≤ i ≤ p, 1 ≤ j ≤ m, and ℓ ∈ {1, 2},
with the initial assignment marked with boxes. Notation {Yj} (resp., {Dj}, {Ej}, and
{Zj}) refers to an arbitrary order over the literal-agents in Y (resp., D, E, and Z) which
correspond to the literals of clause Cj , and [. . . ] is an arbitrary order over the rest of the
agents of the other type. In general, when a set is given in the preferences, it refers to an
arbitrary order over its elements minus the elements of the set already explicitly given in
the rest of the preference ranking. The notation cl(ℓi) refers to the index of the clause in
which literal ℓi appears. Note that A0 (resp., B0) stands for Am (resp., Bm) and {Ym+1}
stands for {Y1}.
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Aj : {Yj+1} ≻ {Yj} ≻ Bj ≻ B ≻ [. . . ] Bj : Aj ≻ A ≻ {Zj+1} ≻ {Zj} ≻ [. . . ]

Z1
i : Y

1
i ≻ Y

2
i ≻ Y 1

i ≻ E1
i ≻ Y 1

i : D1
i ≻ {Dcl(x1

i )
} ≻ Q ≻ Z

1
i ≻ Z

2
i ≻

Y ≻ Bcl(x1
i )

≻ Bcl(x1
i )−1 ≻ [. . . ] Acl(x1

i )
≻ Acl(x1

i )−1 ≻ Z1
i ≻ Qcl(x1

i )
≻ [. . . ]

Z2
i : Y

2
i ≻ Y

1
i ≻ Y 2

i ≻ E2
i ≻ Y 2

i : D2
i ≻ {Dcl(x2

i )
} ≻ Q ≻ Z

2
i ≻ Z

1
i ≻

Y ≻ Bcl(x2
i )

≻ Bcl(x2
i )−1 ≻ [. . . ] Acl(x2

i )
≻ Acl(x2

i )−1 ≻ Z2
i ≻ Qcl(x2

i )
≻ [. . . ]

Z
1
i : Y 1

i ≻ Y 2
i ≻ Y

1
i ≻ E

1
i ≻ Y

1
i : D

1
i ≻ {Dcl(x1

i )
} ≻ Q ≻ Z1

i ≻ Z2
i ≻

Y ≻ Bcl(x1
i )

≻ Bcl(x1
i )−1 ≻ [. . . ] Acl(x1

i )
≻ Acl(x1

i )−1 ≻ Z
1
i ≻ Qcl(x1

i )
≻ [. . . ]

Z
2
i : Y 2

i ≻ Y 1
i ≻ Y

2
i ≻ E

2
i ≻ Y

2
i : D

2
i ≻ {Dcl(x2

i )
} ≻ Q ≻ Z2

i ≻ Z1
i ≻

Y ≻ Bcl(x2
i )

≻ Bcl(x2
i )−1 ≻ [. . . ] Acl(x2

i )
≻ Acl(x2

i )−1 ≻ Z
2
i ≻ Qcl(x2

i )
≻ [. . . ]

Dℓ
i : Kcl(xℓ

i)
≻ Y ℓ

i ≻ Y ≻ [. . . ] Eℓ
i : Qcl(xℓ

i)
≻ Zℓ

i ≻ Y ≻ [. . . ]

D
ℓ
i : Kcl(xℓ

i)
≻ Y

ℓ
i ≻ Y ≻ [. . . ] E

ℓ
i : Qcl(xℓ

i)
≻ Z

ℓ
i ≻ Y ≻ [. . . ]

Qj : {Yj} ≻ Kj ≻ {Ej} Kj : {Dj} ≻ Qj

We claim that BP -dynamics can cycle if and only if formula φ is satisfiable. The
global idea of the reduction is the following. At the initial matching, the only possible
BP -swaps involve blocking pairs with literal-agents in D and clause-agents in K associ-
ated with the same clause. By their swap, a literal-agent in D associated with clause Cj

and clause-agent Kj can “unlock” exactly one literal-agent in Y associated with clause Cj

who will not be matched with her most preferred agent anymore, and thus could have an
incentive to form a blocking pair. By construction of the preferences, the only possibil-
ity to get a cycle in BP -dynamics is that, for each clause Cj , exactly one literal-agent Yj
in Y associated with Cj is unlocked and the cycle involves a sequence of blocking pairs
{Aj , Yj}, {Aj , Yj+1}, {Aj+1, Yj+1}, . . . (with j + 1 modulo m) all along the m clauses. For
this cycle to occur, the unlocked literal-agents in Y must have been matched with their
associated agent in Z. Therefore, two unlocked literal agents in Y participating in the
cycle cannot correspond to opposite literals. Otherwise, one of them would be matched at
a moment of the cycle with an agent in Z corresponding to her opposite literal and thus
would not agree to form a blocking pair with a clause-agent. An illustration of the sequence
of swaps that needs to occur is given in Figure 3.

Let us first assume that there exists a truth assignment ϕ of the variables such that
formula φ is satisfiable. For each clause Cj , let us denote by Yj an arbitrarily chosen literal-
agent in Y such that the associated literal belongs to Cj and is true in ϕ. The agent in
Z (resp., D and E) corresponding to the same literal is denoted by Zj (resp., Dj and Ej).
For each 1 ≤ j ≤ m, let us perform the BP -swap with respect to blocking pair (Dj ,Kj),
which matches Dj with Kj , and Yj with Qj . Then, for each 1 ≤ j ≤ m, let us perform
the BP -swap with respect to blocking pair (Zj , Yj), which matches Zj with Yj , and Ej with
Qj . At this point, we reach a matching µ where exactly one literal-agent in Y per clause
is matched with her associated literal-agent in Z, while all the other literal-agents in Y are
matched with their best partner.
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D1 K1

Q1 Y1

D2 K2

Q2 Y2

...

Dm Km

Qm Ym

→

Z1 Y1

Q1 E1

Z2 Y2

Q2 E2

...

Zm Ym

Qm Em

→

µ

A1 Y1
Z1 B1

↓
A1 Y2
Z2 Y1

↓
A2 Y2

A1 B2

↓
A2 Y3
Z3 Y2

↓
A3 Y3

A2 B3

↓
A3 Y4
Z4 Y3

↓
...
↓

Am Ym
Am−1 Bm

↓
Am Y1
Z2 Ym

→

µ′

A1 Y1
Z1 B2

↓
A1 Y2
Z3 Y1

↓
A2 Y2

A1 B3

↓
A2 Y3
Z4 Y2

↓
A3 Y3

A2 B4

↓
A3 Y4
Z5 Y3

↓
...
↓

Am Ym
Am−1 B2

↓
Am Y1
Z3 Ym

→

A1 Y1

Am B3

↓
A1 Y2
Z4 Y1

↓
A2 Y2

A1 B4

↓
A2 Y3
Z5 Y2

↓
A3 Y3

A2 B5

↓
A3 Y4
Z6 Y3

↓
...
↓

Am Ym
Am−1 B3

↓
Am Y1
Z4 Ym

→ . . . →

A1 Y1

Am Bm

↓
A1 Y2
Z2 Y1

↓
A2 Y2

A1 B2

↓
A2 Y3
Z3 Y2

↓
A3 Y3

A2 B3

↓
A3 Y4
Z4 Y3

↓
...
↓

Am Ym
Am−1 Bm

↓
Am Y1
Z2 Ym

µ′

m

Figure 3: Description of the sequence of swaps in the proof of Theorem 4 for reaching a
cycle in the dynamics. A swap is represented by a group of four agents between
which dashed edges represent the old matching and plain edges the new matching
resulting from the swap. The blocking pair is symbolized by a thick double arc.
Arrows indicate the order between the swaps, and a matching name at the bottom
of a sub-sequence of swaps indicates the name of the matching reached after all
the swaps of the column. Notation Yj (resp., Zj , Dj and Ej) refers to a chosen
literal-agent in Y (resp., in Z, in D and in E) such that the same associated
literal belongs to Cj and is true in ϕ.
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Let us consider the following sequence of blocking pairs: {A1, Y1}, {A1, Y2}, {A2, Y2},
{A2, Y3}, {A3, Y3}, . . . , {Am, Ym}, {Am, Y1}. Let us denote by µ′ the matching reached after
one iteration of this sequence of BP -swaps. One can observe that, by repeating the sequence
of BP -swaps corresponding to this sequence of blocking pairs m times from matching µ,
we come back to the matching reached after the first sequence of swaps, i.e., matching µ′,
as illustrated in Figure 3. It is easy to verify that all the swaps involved in the sequence
are BP -swaps. Indeed, before the first iteration, agent A1 is matched with agent B1 but
prefers to be with an agent in {Y1}, to which agent Y1 belongs. At the same time, agent Y1
prefers to be with the clause-agent in A corresponding to the clause to which her associated
literal belongs, i.e., A1, than being with her current partner Z1. Therefore, the swap with
respect to blocking pair {A1, Y1} is a BP -swap which matches A1 with Y1 and B1 with Z1.
The second swap involves agent A1, who even prefers to be with a literal-agent associated
with clause C2, and Y2, who also prefers to be with the clause-agent indexed just before
the clause to which her associated literal belongs, i.e., C1, than with her current partner
Z2. This swap matches A1 with Y2 and Y1 with Z2. The process continues in the same way
by assigning at each step one clause-agent in A with one literal-agent in Y , all the rest of
clause-agents in A with clause-agents in B, one clause-agent in B with one literal-agent in Z
(i.e., B1 with Z1), and all the other literal-agents in Y with literal-agents in Z. The partners
in Z of agents from Y correspond either to the same literal if the agent in Y has not been
involved in a swap yet, or to one of the chosen true literals in ϕ. Since there are no two

opposite literals which are both true in ϕ, an agent Y ℓ
i (resp., Y

ℓ
i) corresponding to an Yj

for some clause Cj cannot be matched during this process with an opposite literal-agent Z
ℓ′

i

(resp., Zℓ′
i ). Therefore, any such agent Y ℓ

i (resp., Y
ℓ
i), corresponding to an Yj , is matched,

before being matched with Aj−1, with an agent in Z who is different from Y
ℓ′

i (resp., Y ℓ′
i )

that she prefers less than Aj−1, making this swap BP -rational. After the first “round” of
swaps, where all BP -swaps in the sequence of blocking pairs have been performed once, we
need m−1 new rounds with the same sequence of BP -swaps to come back to this matching,
in order to let the chosen agents in Z reach the same partners in Y (there is only a shift of
one clause per round for these agents). Finally, we have a cycle in BP -dynamics.

Let us now assume that there exists a cycle in BP -dynamics. First of all, observe that
in the initial matching, only the agents in D and K are able to form a blocking pair. They
cannot be involved in the cycle of the dynamics because they both agree that their best
partner is within the set of agents with the same clause index in the other set. Observe

that such a BP -swap w.r.t. blocking pair {Dℓ
i ,Kcl(xℓ

i)
} (resp., {Dℓ

i ,Kcl(xℓ
i)
}) matches Y ℓ

i

(resp., Y
ℓ
i) with Qxℓ

i
(resp., Qxℓ

i
) and thus “unlocks” agent Y ℓ

i (resp., Y
ℓ
i), in the sense that

she will be able to make further BP -swaps since she is not matched with her best partner
anymore. Note that at most one literal-agent in Y per clause Cj can be unlocked. Indeed,
at this point, such a literal-agent in Y can only be matched with a partner in {Dj} or with
Qj . If she is matched with an agent in {Dj}, then no swap in a blocking pair from her
or from this agent will assign her a partner outside {Dj}, and {Dj} are her best possible
partners, so she has no incentive to form a blocking pair with other agents.

We recall that so far, the cycle has not yet begun. Now, the unlocked literal-agents
in Y are able to exchange with agents in Z or A, which is the only way to get a cycle,
since a cycle cannot occur within D, E, Q, or K, regarding the current assignment and the
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construction of the preferences of these agents. If the literal-agents in Y directly exchange
with the clause-agents in A, a cycle cannot occur because the literal-agents in Y would
exchange their partners in Q and, by construction of the preferences, once a literal-agent in
Y is matched with a clause-agent in Q with a different clause-index from her own associated
clause, she will not be involved in a further swap. Therefore, the unlocked literal-agents
in Y must be paired first via a BP -swap with the literal-agent in Z associated with the
same literal (they could also make a BP -swap with a literal-agent in Z associated with an
opposite literal but it would prevent them to perform further swaps, by construction of
the preferences). Now, the only possible BP -swaps which would not block a cycle involve
unlocked agents in Y and clause-agents in A. Let us denote by Lj an unlocked agent in Y
associated with clause Cj . Such an Lj can be matched via a BP -swap to clause-agent Aj or
Aj−1. In the first case, the only possibility for the two agents to not be together anymore
is because of a BP -swap of Aj with unlocked agent Lj+1. After such a swap, Aj has no
incentive to change her partner so the only possibility for this partnership to break is that
the unlocked agent Lj+1 makes a BP -swap with Aj+1 and then we get back to the first
case for Lj+1 and Aj+1. By construction of the preferences, the only way to get a cycle is
to continue like this until we get back to the case of Aj and Lj (note that Lm+1 is L1). If
we are in the second case, as we previously stated, Lj has an incentive to leave Aj−1 to go
with Aj via a BP -swap and then we get back to the first case.

Therefore, to come back to a previous matching we need an alternation of BP -swaps
along the unlocked agents in Y and clause-agents in A in such a way that each agent will
participate every time in two consecutive blocking pairs, i.e., Lj forms a blocking pair with
Aj who then forms a blocking pair with Lj+1 who then forms a blocking pair with Aj+1

and so on. In order to get a cycle, it follows that there must be exactly one unlocked agent
in Y per clause.

Observe that, in order to come back to a previous matching, the matched agents in Z
of the unlocked agents in Y must be successively matched with each of the unlocked agents
in Y . Therefore, there are no two unlocked agents in Y associated with opposite literals;
otherwise, at some point, an unlocked agent in Y would be matched with an agent she
prefers to the clause-agents in A, and thus, a cycle could not occur.

To summarize, by setting to true the literals associated with the unlocked agents in Y ,
we get a valid truth assignment of the variables which satisfies all the clauses.

This proof can be adapted to roommate markets by assuming that, in the preferences,
[. . . ] is an arbitrary order over the remaining agents where the agents of the same “type”
in the marriage market are ranked last. In such a way, there will be no more swaps than
in the constructed marriage market since no agent has an incentive to be matched with an
agent who was of the same type in the marriage market.

Corollary 5. ∀-BP-ParetoSequence is co-NP-hard in marriage and roommate markets.

Nevertheless, when the preferences are globally-ranked, we can always reach a stable
matching thanks to BP -dynamics in both settings. Indeed, it has been proved that BP -
dynamics always converges in marriage markets with globally-ranked preferences (Acker-
mann, Goldberg, Mirrokni, Röglin, & Vöcking, 2011). In roommate markets, there always
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exists a BP -stable matching under globally-ranked preferences (Abraham et al., 2008)5, and
this stable matching is unique under 1-Euclidean preferences (Arkin, Bae, Efrat, Okamoto,
Mitchell, & Polishchuk, 2009). We prove that, in addition to the existence, globally-ranked
preferences enable the convergence to a BP -stable matching, thanks to a potential function
argument.

Proposition 4. BP-dynamics always converges in roommate markets for globally-ranked
preferences.

Proof. Denote by ▷ the global order over all possible matched pairs in the market such
that the preferences of the agents are globally-ranked with respect to this global or-
der. Let d(µ) be the n/2-vector of the ranks in ▷ of all the different matched pairs
of µ, i.e., d(µ) = (rank▷({i, j}))i,j s.t. µ(i)=j with rank▷ the function which gives the
rank of the pairs in order ▷. Now consider a sequence of BP -swaps given by the fol-
lowing sequence of matchings (µ0, µ1, . . . , µr). Then, between each pair of matchings
µt and µt+1 with 0 ≤ t < r, a BP -swap is performed, say w.r.t. blocking pair {i, j}
of agents. By definition of a BP -swap, agents i and j prefer to be together than be-
ing with their partner in µt, so j = µt+1(i) ≻i µt(i) and i = µt+1(j) ≻j µt(j), which
implies, by correlation of the preferences, that {i, j} ▷ {i, µt(i)} and {i, j} ▷ {j, µt(j)}.
Therefore, (rank▷({i, j}), rank▷({µt(i), µt(j)})) is lexicographically strictly smaller than
(rank▷({i, µt(i)}), rank▷({j, µt(j)})). Since the rest of the pairs remains unchanged be-
tween µt and µt+1, it follows that d(µt+1) is lexicographically strictly smaller than d(µt).
Because the number of different matchings is finite, we can conclude that BP -dynamics
always converges.

Since every BP -stable matching is Pareto-optimal, we obtain the following corollary.

Corollary 6. BP-dynamics always converges to a Pareto-optimal matching in marriage
and roommate markets when the preferences are globally-ranked.

6. Fully Rational Swaps

Just as in the case of ER-swaps and housing markets, FR-swaps always represent Pareto
improvements because all involved agents are strictly better off after the swap. Hence,
FR-stable matchings are guaranteed to exist because every Pareto-optimal matching is
FR-stable, and FR-dynamics always converges because the number of agents is finite.

In Section 4, we have shown that ER-dynamics always converges to a Pareto-optimal
matching when the preferences of the agents are 1-Euclidean. It turns out that this does
not hold for FR-dynamics.

Proposition 5. A sequence of FR-swaps may not converge to a Pareto-optimal matching
in marriage and roommate markets, even for 1-Euclidean preferences.

Proof. Consider a marriage market with three women and three men. The preferences are
given below, where the initial assignment is marked with boxes.

5. More precisely, Abraham et al. (2008) talk about weakly stable matchings since they deal with a model
where agents may be unmatched or indifferent between partners, two characteristics that we do not allow
in our model.

1092



On the Convergence of Swap Dynamics

w1 : m1 ≻ m3 ≻ m2

w2 : m3 ≻ m1 ≻ m2

w3 : m2 ≻ m1 ≻ m3

m1 : w1 ≻ w3 ≻ w2

m2 : w3 ≻ w1 ≻ w2

m3 : w2 ≻ w1 ≻ w3

The initial matching is the only reachable matching, because no FR-swap is possible in
this matching. However, there is another matching (circled agents) which is not reachable
but which Pareto-dominates this only reachable matching. The preferences are 1-Euclidean
w.r.t. the following embedding on the real line.

m2 w3 w1m1 m3 w2

Now, consider a roommate market with six agents. The preferences of the agents are
given below, where the initial assignment is marked with boxes.

1 : 2 ≻ 3 ≻ 4 ≻ 5 ≻ 6
2 : 1 ≻ 3 ≻ 4 ≻ 5 ≻ 6
3 : 4 ≻ 2 ≻ 1 ≻ 5 ≻ 6
4 : 3 ≻ 2 ≻ 5 ≻ 1 ≻ 6
5 : 6 ≻ 4 ≻ 3 ≻ 2 ≻ 1
6 : 5 ≻ 4 ≻ 3 ≻ 2 ≻ 1

The initial matching is the only reachable matching, because there is no FR-swap from
this matching. However, there is another matching (circled agents) which is not reachable
but which Pareto-dominates this only reachable matching. The preferences are 1-Euclidean
w.r.t. the following embedding on the real line.

1 2 3 4 5 6

Note that both counterexamples are minimal because, in a smaller instance, a matching
would be composed of exactly two pairs of agents, and thus, any swap would involve all the
agents. Therefore, a matching in which Pareto-dominates a stable matching would make
every agent better off in comparison to the current stable one, and thus, there would exist
an FR-swap, a contradiction.

The proofs of Theorems 1 and 3 only dealt with instances in which FR-swaps are identical
to ER-swaps. We thus immediately obtain hardness of ∃-FR-ParetoSequence and ∀-
FR-ParetoSequence. An FR-swap makes four agents strictly better off and no agent
worse off. Thus, the size of a sequence of FR-swaps is bounded by O(n2). Moreover, the
Pareto-optimality of a matching can be checked in polynomial time. Therefore, we get the
membership of the problems in NP and co-NP, respectively.

Theorem 5. ∃-FR-ParetoSequence is NP-complete in marriage and roommate markets,
even for globally-ranked preferences.

Theorem 6. ∀-FR-ParetoSequence is co-NP-complete in marriage and roommate mar-
kets, even for globally-ranked preferences.
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Market Preferences Exchange Rational Swaps Blocking Pair Swaps Fully Rational Swaps

Housing
General / GR ■■□ (Obs. 5) – –

SP ■■■ (Damamme et al., 2015) – –
1-D ■■■ – –

Marriage

General □□□ ■□□ (Gale & Shapley, 1962) ■■□
GR ■■□ (Prop. 1 and Prop. 2) ■■■ (Cor. 6) ■■□
SP □□□ (Cechlárová, 2002) ■□□ ■■□
1-D ■■■ (Cor. 1) ■■■ ■■□ (Prop. 5)

Roommate

General □□□ □□□ (Gale & Shapley, 1962) ■■□
GR ■■□ (Prop. 1 and Prop. 2) ■■■ (Cor. 6) ■■□
SP □□□ (Alcalde, 1994) □□□ ■■□
1-D ■■■ (Cor. 1) ■■■ ■■□ (Prop. 5)

Table 1: Summary of the results on the existence of a stable matching (■□□), the guarantee
of convergence to a stable matching (■■□), and the guarantee of convergence
to a Pareto-optimal matching (■■■) for the three different matching markets
under study, according to different types of rational swaps and under different
preference domains (General, globally-ranked (GR), single-peaked (SP), and 1-
Euclidean (1-D)). All results are tight and we always list the strongest property
that is satisfied. The only meaningful type of rational swaps in housing markets
are exchange-rational swaps; hence, the empty spaces.

7. Conclusion

We have studied the properties of different dynamics of rational swaps in matching markets
with initial assignments and, in particular, the question of convergence to a Pareto-optimal
matching. For all considered settings, the dynamics may not terminate in a Pareto-optimal
matching because (i) there is no stable matching, (ii) the dynamics does not converge, or
(iii) the stable matching that is eventually reached is not Pareto-optimal. An overview of
our results according to different preference restrictions is given in Table 1.

From a computational perspective, determining whether there exists a sequence of ra-
tional swaps terminating in a Pareto-optimal matching is NP-hard for fully rational swaps
and exchange rational swaps in all matching markets, even for globally-ranked preferences
(Theorems 1 and 5). However, the convergence to a Pareto-optimal matching, that is,
whether all sequences of swaps terminate in a Pareto-optimal matching, is co-NP-hard to
decide (Corollary 5). Unsurprisingly, the same hardness result holds for fully rational and
exchange rational swaps, even for globally-ranked preferences (Theorems 3 and 6). Our com-
putational results are summarized in Table 2. Even if the existence of a sequence of swaps
terminating in a Pareto-optimal matching is not guaranteed for single-peaked preferences in
marriage and roommate markets, it would be interesting to know whether this preference
restriction is nevertheless sufficient for efficiently solving our computational problems in
these markets.

The convergence to a Pareto-optimal matching in housing markets for exchange rational
dynamics and single-peaked preferences (Damamme et al., 2015) does not hold for more
general settings where the “objects” are agents who have preferences. However, this con-
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Market Prefs
Exchange Rational Swaps Blocking Pair Swaps Fully Rational Swaps

∃-ParetoSeq ∀-ParetoSeq ∃-ParetoSeq ∀-ParetoSeq ∃-ParetoSeq ∀-ParetoSeq

Housing
General / NP-c. co-NP-c.

– – – –
GR (Cor. 2) (Cor. 4)

SP
in P in P

– – – –
(Damamme et al., 2015)

General
NP-h. co-NP-h.

?
co-NP-h. NP-c. co-NP-c.

Marriage / (Th. 1) (Th. 3) (Cor. 5) (Th. 5) (Th. 6)
Roommate

GR
NP-h. co-NP-h. in P in P NP-c. co-NP-c.
(Th. 1) (Th. 3) (Cor. 6) (Cor. 6) (Th. 5) (Th. 6)

Table 2: Summary of the computational results on the existence (∃-ParetoSeq) or the guar-
antee (∀-ParetoSeq) of sequences of rational swaps terminating in a Pareto-optimal
matching for the three different matching markets under study, according to dif-
ferent types of rational swaps and under different preference domains (General,
globally-ranked (GR), and single-peaked (SP)). The only meaningful type of ra-
tional swaps in housing markets are exchange-rational swaps; hence, the empty
spaces.

vergence is guaranteed under 1-Euclidean preferences in marriage and roommate markets.
Hence, the generalization of this convergence result to more general settings requires more
structure in the preferences.

A natural extension of this work would be to study meaningful dynamics for hedonic
games, where agents form groups consisting of more than two agents.
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Escoffier, B., Lang, J., & Öztürk, M. (2008). Single-peaked consistency and its complexity.
In Proceedings of the 18th European Conference on Artificial Intelligence (ECAI), pp.
366–370.

Gabow, H. N., Kaplan, H., & Tarjan, R. E. (2001). Unique maximum matching algorithms.
Journal of Algorithms, 40 (2), 159–183.

Gale, D., & Shapley, L. S. (1962). College admissions and the stability of marriage. The
American Mathematical Monthly, 69 (1), 9–15.

Gourvès, L., Lesca, J., & Wilczynski, A. (2017). Object allocation via swaps along a so-
cial network. In Proceedings of the 26th International Joint Conference on Artificial
Intelligence (IJCAI), pp. 213–219.

Gusfield, D., & Irving, R. W. (1989). The stable marriage problem: Structure and algorithms.
MIT Press, Cambridge, MA, USA.

Hoefer, M., Vaz, D., & Wagner, L. (2018). Dynamics in matching and coalition formation
games with structural constraints. Artificial Intelligence, 262, 222–247.

Hoefer, M. (2013). Local matching dynamics in social networks. Information and Compu-
tation, 222, 20–35.

Huang, S., & Xiao, M. (2020). Object reachability via swaps under strict and weak prefer-
ences. Autonomous Agents and Multi-Agent Systems, 34 (2), 1–33.

Irving, R. W. (1985). An efficient algorithm for the “stable roommates” problem. Journal
of Algorithms, 6 (4), 577–595.

Irving, R. W., & Manlove, D. F. (2002). The stable roommates problem with ties. Journal
of Algorithms, 43 (1), 85–105.

Klaus, B., Manlove, D. F., & Rossi, F. (2016). Matching under preferences. In Brandt, F.,
Conitzer, V., Endriss, U., Lang, J., & Procaccia, A. D. (Eds.), Handbook of Compu-
tational Social Choice, chap. 14, pp. 333–355. Cambridge University Press.

Knoblauch, V. (2010). Recognizing one-dimensional Euclidean preference profiles. Journal
of Mathematical Economics, 46 (1), 1–5.

Knuth, D. E. (1976). Mariages stables. Les Presses de l’Université de Montréal.
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