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Abstract
As the vision of Ambient Intelligence (AmI) becomes more feasible, the challenge of

designing effective and usable human-machine interaction in this context becomes increas-
ingly important. Interactive Machine Learning (IML) offers a set of techniques and tools
to involve end-users in the machine learning process, making it possible to build more
trustworthy and adaptable ambient systems. In this paper, our focus is on exploring ap-
proaches to effectively integrate and assist human users within ML-based AmI systems.
Through a survey of key IML-related contributions, we identify principles for designing
effective human-AI interaction in AmI applications. We apply them to the case of Op-
portunistic Composition, which is an approach to achieve AmI, to enhance collaboration
between humans and Artificial Intelligence. Our study highlights the need for user-centered
and context-aware design, and provides insights into the challenges and opportunities of
integrating IML techniques into AmI systems.

1. Introduction

Ambient Intelligence (AmI) aims to provide a personalized physical and software environ-
ment that adapts to users’ needs and situations (Sadri, 2011; Dunne et al., 2021). Its
potential impact is significant, as it can enhance human-environment interaction through
the integration of intelligent systems into everyday life. There are various applications of
AmI, particularly in the fields of healthcare (Acampora et al., 2013), transportation (Ve-
lastin et al., 2004), energy management (Robinson et al., 2015), and smart homes (Makonin
et al., 2012).

However, the dynamics, openness, and unpredictability of ambient environments pose
significant challenges to the development of effective AmI systems, particularly due to the
mobility of devices and users, and the diversity of components in the environment. To
overcome these challenges, solutions must take into account the operational context, in-
cluding user preferences and needs that may vary with time. Opportunistic Composition is
an approach to achieve AmI. It revolves around the idea of dynamically and opportunisti-
cally constructing complex applications by leveraging existing software components in the
environment. The goal of Opportunistic Composition is to enable the seamless integration
and collaboration of these components to create adaptive and context-aware systems. It
is achieved by the Opportunistic Composition Engine (OCE) (Delcourt et al., 2021), that
relies on Machine Learning in interaction with the human user.
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Interactive Machine Learning (IML) (Fails & Olsen Jr, 2003) investigates ways to enable
humans to teach machine learning algorithms, with a focus on providing tools that are usable
by end-users without machine learning backgrounds. As such, IML can provide a valuable
set of tools and techniques for addressing the challenges of AmI and enabling more effective
human-machine interaction.

The aim of this paper is to survey design solutions and recommendations that enhance
the collaboration between a human and a learning machine. Then, we analyze their appli-
cation to Opportunistic Composition. To achieve this goal, we undertake a critical review
(Grant & Booth, 2009) of the existing IML-related literature. By critically analyzing and
synthesizing insights from this body of work, we aim to advance Opportunistic Compo-
sition while uncovering potential applications beyond the specific context of our project.
Indeed, the solutions and recommendations we provide mark the initial steps in addressing
the question of designing socially responsible AI solutions (Cheng et al., 2021) that provide
a fair, transparent and secure interaction.

The article is structured as follows:

• Section 2 offers a comprehensive overview of the fields of Machine Learning, Interactive
Machine Learning, and sets the research questions that this survey aims to address.

• Section 3 provides a thorough analysis of several key IML-related contributions that
are relevant to the challenges of AmI. These contributions are analyzed based on the
research questions outlined in Section 2, and provide insights into how IML can be
used to address the specific challenges of AmI systems.

• Section 4 provides a comprehensive synthesis of the key findings from the previous
section.

• Section 5 presents the principles of Opportunistic Composition and the Opportunistic
Composition Engine (OCE). Then, it discusses how the findings from Sections 3 and
4 can be applied to Opportunistic Composition to enhance human-AI collaboration
within this project.

• Section 6 provides concluding remarks and suggests potential avenues for future re-
search in the areas of Opportunistic Composition, IML, and AmI.

2. Learning in Interaction
In situations where solving complex problems through programming is not feasible, due to
a lack of understanding, Machine Learning (ML) is often the go-to method for building
a solution. Developing an ML-based solution typically involves engaging an ML expert,
as illustrated in Figure 1.This expert is responsible for designing the learning aspect of
the solution, such as selecting the appropriate algorithm and tuning the parameters, while
working in collaboration with both the end-users and the ML system under development.
The users or their representatives provide data to the expert, who then tunes the learning
system until it produces satisfactory results. These results are subsequently reviewed by the
users, who provide further feedback. This iterative process continues until the ML system,
precisely the ML model, is deemed ready for production.
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Figure 1: Traditional ML training process, adapted from (Amershi et al., 2014)

However, as noted by Amershi et al. (Amershi et al., 2014), there is a large demand for
machine learning applications but a shortage of experts in this field, which can slow down
the development process. To address this challenge, Interactive Machine Learning (IML)
approaches have been proposed to allow human users, who are the target users of these
applications, to contribute to the learning process without requiring an ML expert. These
approaches are designed for humans without prior knowledge of machine learning and are
categorized under IML. In certain cases, a user representative with knowledge of the user
base and their needs may also be considered a human user.

2.1 Interactive Machine Learning

According to (Fails & Olsen Jr, 2003), IML is the field of machine learning that involves
human users interacting with a learning algorithm to provide some or all of the data used
for learning. The goal of IML is to produce a solution that meets the needs of the end-
users of the ML-based solution, with the involvement of humans who typically lack machine
learning skills. This human involvement in the learning process enables personalization of
the resulting ML system.

The iterative operation of an IML system, as depicted in Figure 2, involves the human
providing various parameters, preferences, or any data required by the ML system for its
operation. The ML system then presents the results of its learning, such as recommendations
or predictions, to the human who evaluates if the presented results are satisfactory with
respect to their objectives. The human provides additional inputs and feedback, which are
then incorporated by the ML system to update its model. The system can be retested with
the updated model, and the process repeats until the human is satisfied with the results. In
certain cases, the process may continue indefinitely, while the system is operated, to adapt
to new data and changes in user preferences or needs.Compared to the process described in
Figure 1, IML feedback loops are faster in the absence of the intermediate expert.

IML applications have been successfully used to build various machine learning solutions
such as image classifiers (Carney et al., 2020), text classifiers (Ramos et al., 2020), training
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Figure 2: IML training process, adapted from (Amershi et al., 2014)

robots to perform handling tasks (Celemin & Ruiz-del Solar, 2019), and recommendations
based on user actions (Aamir & Bhusry, 2015).

Several research areas share similarities with IML and are closely related. AutoML
focuses on automating the entire machine learning pipeline, from data pre-processing to
model deployment (Karmaker et al., 2021). The primary goal of AutoML is to make machine
learning more accessible to non-experts and to improve the efficiency of experts. AutoML
is primarily an automated, data-driven approach (Hutter et al., 2019), while IML is a
more interactive human-driven approach. While AutoML has the potential to improve the
efficiency and effectiveness of machine learning systems, it may not be suitable in cases
where data is scarce or not available.

Human-autonomy teaming, also known as human-autonomy collaboration, refers to the
collaboration between humans and autonomous agents to achieve a common goal, such as
data processing or decision making (O’Neill et al., 2022). This research field tends to focus
on the interactions between humans and AI, for instance, how to coordinate the two in
a seamless way (Liang et al., 2019). To highlight the use of AI in autonomous agents,
Human-autonomy teams are often referred to as Human-AI teams (Zhang et al., 2021a).

Hybrid Intelligence systems are similar to IML, where a human and an AI agent col-
laborate to solve complex tasks (Dellermann et al., 2019). While the majority of current
ML systems do not take into account human feedback after initial training, making them
unsuitable for real-world dynamic settings, Hybrid Intelligence theorizes that continuous
adaptation of the ML model and continuous human intervention are necessary to achieve
results in highly dynamic environments.

Our work focuses on the field of Ambient Intelligence (Sadri, 2011), where dynamics are
high, and humans constantly interact with their environment. Adaptation is a fundamental
property, and IML is a promising approach for building intelligent systems that can adapt
to human needs and preferences in real-time.
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2.2 Problems and Research Questions

AmI and IML systems share similarities as both focus on placing the human at the center
of the application and adapting the service provided to them. While AmI refers specifically
to the assistance of end-users in a pervasive environment, IML refers more broadly to ML
systems with the user in the loop. Machine learning is not a requirement for AmI, but it is
becoming an increasingly popular method for achieving it (Dunne et al., 2021).

AmI is an ongoing research field that has yet to be fully realized (Stankovic et al., 2021).
However, AmI and IML are related research fields, and IML can provide solutions to the
challenges of AmI. Therefore, we aim to address these challenges by reviewing IML-related
literature, with a focus on issues related to the integration of human users into the ambient
system. These include:

• Ensuring a smooth interaction between the human and the ambient system.

• Dynamically adapting and evolving intelligent behavior over time in response to
changes in the human’s goals, preferences and environment.

• Ensuring relevant outputs given the inherent dynamics and unpredictability of the
environment (networks, behaviors, unexpected events, noise, etc).

Given the importance of effective human integration for successful IML solutions (Amer-
shi et al., 2014), we aim to draw insights and guidelines from the IML literature that can be
applied to ambient systems. To achieve this goal, we have formulated the following research
questions that will guide our analysis of key contributions to the field of IML. The answers
to these questions will enable us to identify recommendations in the context of an AmI
system, which will be presented in Section 5 based on our discussion in Section 4.

RQ1-Human. What are the human’s role and responsibilities in the loop?

• RQ11-Tasks. What tasks should the human perform? To accomplish these tasks,
how much machine learning skills are required?

This understanding is important to ensure that the human is not overburdened with
tasks that are beyond their skills. It can guide the design of IML systems that take
into account the skills and limitations of the human user.

• RQ12-Workload. How much and what workload is imposed on the human user?
What level of commitment or involvement is expected?

Understanding the workload and level of commitment required from the human user is
crucial to ensure that the system is designed to provide the right level of support and
assistance to optimize performance and user experience. In the following, to enable a
comparison of the workload imposed on human users across different applications, we
have defined three distinct levels of workload: light, medium, and heavy. These levels
are determined based on our assessment of the time needed to complete tasks with
the system, the number of steps involved, and the degree of mental effort required.
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RQ2-Learner. How is the human taken into account by the ML system?

• RQ21-Information. What information is needed from the human and what is it
used for?
The exchanged information can affect the accuracy and reliability of the system.
Understanding what information is needed from the human user and how it can be
incorporated into the system can help to improve the performance and effectiveness
of the IML system. Offering varied and comprehensive methods of interacting with
AI systems has been shown to improve both system performance and user experience
(Amershi et al., 2014).

• RQ22-Assistance. How does the system guide and assist the human?
The provided assistance affects the efficiency, accuracy, and user experience of the
system. Providing the right level of guidance and assistance to the human user can
help to optimize their performance and ensure that the system operates effectively.
To answer this question, we examine how the system delivers context-specific help and
feedback to the user as they perform their tasks. Additionally, we assess the system’s
ability to offer recommendations and suggestions to the user, enabling them to make
informed decisions and complete their tasks with greater efficiency.

Figure 3: Research questions (RQs)

Derived from Figure 2, Figure 3 places the different research questions in relation to the
IML process presented in Section 2.1. They cover all aspects of the interaction between the
human and the ML system. In fact, these questions go beyond ML and address the relation-
ship between humans and AI more broadly, as discussed, for example, by (Saisubramanian
et al., 2022).

3. Relationship Between Humans and Learning Machines in IML
To examine how the IML-related literature addresses the research questions at hand, this
paper conducts a critical review of the literature, in accordance to the definition1 provided
by (Grant & Booth, 2009). The choice of this type of review was guided by the fact that
our goal is to produce a synthetic model of human-AI collaboration that is applicable to

1. ”An effective critical review presents, analyses and synthesizes material from diverse sources. Its product
[...] typically manifest in a hypothesis or a model, not an answer. The resultant model may constitute
a synthesis of existing models or schools of thought or it may be a completely new interpretation of the
existing data.”
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Opportunistic Composition and generalizable to ML-based AmI systems. This model is
synthesized in Section 4.

Our survey is based on a thorough analysis of the IML-related literature. Rather than
aiming for an exhaustive coverage of all available literature, our approach involved the
identification of 13 relevant scientific contributions that offered valuable insights into our
research questions. The selection process for these papers was exploratory and flexible,
allowing us to uncover a diverse set of publications that might have been overlooked by
a strictly systematic approach. For instance some of the selected papers may have lacked
certain keywords such as ”Interactive Machine Learning”. The selection process was guided
by our expertise in the field of AmI, enabling us to identify key papers and influential works
that addressed our specific research problems. This expertise-driven approach ensured the
inclusion of important contributions in the field and allowed us to focus on the most relevant
literature. However, we acknowledge that our approach may introduce biases and impact
the generalizability of our findings.

Several state of the art reviews exist, each with a specific scope. Dudley and Kristensson
study interactive supervised learning applications (Dudley & Kristensson, 2018) but they do
not specifically consider the unique characteristics of Ambient Intelligent applications, such
as the dynamic and open nature of the environment. In (Li et al., 2019), work on human-
centered reinforcement learning is surveyed with a focus on algorithms that learn from
evaluative feedback of a human observer. Zhang, Torabi, Warnell, and Stone are interested
in certain specific interaction techniques, including learning from user evaluative feedback
(Zhang et al., 2021b). Additionally, several work focus on machine learning visualization
(Jiang et al., 2019) and interpretability (Chatzimparmpas et al., 2020).

In this section we analyze the selected contributions. We summarize each of them
and then analyze how the authors answer the four research questions in their solutions.
These papers cover a variety of works, including IML-based applications (Section 3.1), ML
approaches that target a particular issue in relation to the user (Section 3.2), and studies
on specific aspects of IML (Section 3.3). Finally, we study a set of generic guidelines for the
design of IML applications (Section 3.4). They are a set of best practices and principles,
that focus on improving the performance and usability of human-AI interaction.

3.1 Applications

This section regroups five works that propose concrete IML applications, such as data
classifiers (Fails & Olsen Jr, 2003; Carney et al., 2020; Flutura et al., 2018; Berg et al.,
2019) or recommendation systems (Zheng et al., 2018). For each of them, we analyze and
synthesize their answers to the research questions.

3.1.1 Image, Sound and Posture Classification

Carney et al. introduce Google’s Teachable Machine tool2 allowing end-users to build a
classifier of images, sounds, or human body postures (Carney et al., 2020). The tool is
designed for users new to supervised learning, with possible coding skills, since the models
can be exported in TensorFlow (Abadi et al., 2016).

2. https://teachablemachine.withgoogle.com/
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In order to facilitate the users’ task by limiting the training data to provide in order
to achieve satisfactory results, a solution based on transfer learning (Weiss et al., 2016)
has been implemented: the training of a new model by the user is done on the basis of a
versatile basic model, trained upstream by the classifier developers.

We find the following answers to our RQs, as summarized in Figure 4:

RQ11-Tasks. Here the user is in charge of selecting the concepts to be taught (e.g. to
classify pictures with or without cats), and collecting the associated examples (e.g. images).
They must observe and evaluate the learner’s results themselves, thus providing the test
data.

RQ12-Workload. The user is involved in each step of the building of the learned model,
from the choice of training data to the evaluation of the learner. This involves them strongly.

RQ21-Information. Human-supplied input, in the form of labeled data, allows the basic
model provided by the application to be customized as needed. Besides, it is possible to
modify the learner’s advanced settings, e.g. the learning rate.

RQ22-Assistance. The HMI guides the user through the various stages of model pro-
duction. In addition, it initially hides the advanced settings from the learner, so that the
investment to produce a model is as low as possible.

Figure 4: Answers to RQs for Google’s Teachable Machine

3.1.2 Pixel Classification

Fails and Olsen Jr propose to train a pattern recognition system, using an IML application
called Crayons (Fails & Olsen Jr, 2003). Via an interface, the user colors (i.e. labels) areas
of the image that they want the learner to classify. The supervised learning process then
proposes a classification of the whole image to the user, who can refine their labeling to
correct possible errors.

The authors discuss the various requirements associated with IML, in particular that
learning should be carried out as quickly as possible so as not to discourage the user.
With respect to these requirements, they identify decision trees (Quinlan, 1986) as the best
approach to IML, given its short learning time.

Crayons’ answers to our RQs are presented below, as depicted in Figure 5.

RQ11-Tasks. The user must be able to determine on the image the classes to be identified
(e.g. the skin) and color a part of it.
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RQ12-Workload. The user does not have to precisely color the areas to be classified,
thus avoiding mental overload. However, he has to refine the labeling until the results are
appropriate.

RQ21-Information. The image provided by the user and the labels they apply while
coloring are the source of the supervised learning.

RQ22-Assistance. The user is not particularly accompanied but labeling by coloring
makes the user’s task quite natural and accessible to anyone.

Figure 5: Answers to RQs for Crayons (Fails & Olsen Jr, 2003)

3.1.3 Medical Image Classification

Ilastik is an interactive supervised learning tool for image classification in the medical field
(Berg et al., 2019). It allows a medical expert to produce an image classifier. Compared
to Crayons (Section 3.1.2), it takes into account data up to 5 dimensions (space, time, and
number of channels). The tool also offers the user a choice of seven image classification
modes (e.g. pixel classification or object classification), which involve different interactions
with the user. For example, the way in which the examples provided by the user are labeled
(coloring, clicking on shapes to be detected, etc.) depends on the chosen algorithm.

Below are Ilastik’s answers to our RQs, which are summarized in Figure 6.

RQ11-Tasks. The user must have skills in the medical field. In addition, they must
choose which classification mode to use, according to their objective. They must then
provide and annotate representative examples.

RQ12-Workload. The diversity of classification modes, which involves different actions
on the part of the user, means that they must be strongly invested in the application in
order to master it.

RQ21-Information. The annotated examples provided by the user are the only source
of training.

RQ22-Assistance. Except for the documentation available online, the user has little
support to accomplish their task. A library of pre-trained models is proposed, but it is not
possible to alter these models to adapt them to a particular task.

3.1.4 Activity Detection

Flutura et al. have developed Drinkwatch, a supervised learning application embedded in
a connected watch that allows users to track their beverage consumption (Flutura et al.,
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Figure 6: Answers to RQs for Ilastik (Berg et al., 2019)

2018). To do this, the application learns the consumption habits of the user via the sensors
of the watch.

Figure 7 summarizes Drinkwatch’s answers to our RQs, which are presented below.

RQ11-Tasks. Throughout its activity, the user is called upon to validate or invalidate
certain activities detected by the watch, i.e. they collaborate to detect false positives. They
should also report cases where activity has not been detected, i.e. indicate false negatives.

RQ12-Workload. The user is solicited only when the application has a low degree of
confidence in its classification, to avoid overloading the human. However, they remain
involved since they have to be vigilant to the false negatives and positives of the application.

RQ21-Information. The learning is both based on the movements detected by the watch
for pattern recognition and the explicit feedback from the user.

RQ22-Assistance. In addition to the fact that the application solicits as little human
effort as possible, sound notifications signal the detection of activity by Drinkwatch in order
to facilitate the user’s work.

Figure 7: Answers to RQs for Drinkwatch (Flutura et al., 2018)

3.1.5 News Recommendations

In (Zheng et al., 2018), authors propose a deep reinforcement learning framework for news
recommendations, called Deep Reinforcement News (DRN). The challenges in this domain
are twofold: first the news articles become quickly outdated, and second the users have
their own goals and preferences that evolve over time. The learning agent personalizes its
recommendations by taking into account implicit feedback from the user. A single learning
agent processes feedback and recommendations for all users. Other than the news chosen
or not by the user, additional data such as the time taken to come back to the service, e.g.
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the user’s general interest in the application, serve as rewards to the reinforcement learning
agent. Thus the goal is to maximize both long term and immediate rewards.

Additionally, the authors deal with the challenge of the dynamics of a user’s goals and
taste by implementing an effective exploration strategy, that recommends novel items in
accordance to the known tastes of the user.

The following presents DRN’s answers to our RQs, as outlined in Figure 8.

RQ11-Tasks. Apart from browsing the news recommendation service and reading the
articles, the user has no other task to perform.

RQ12-Workload. The user is only required to browse the service for the learning to take
place. There is no additional workload on the user.

RQ21-Information. The learning agent takes into account several features from the news
and the user. The detail of the usage of the application by the user (clicks, time spent on
the service, time to return, etc.) is implicitly gathered and exploited to personalize the
recommendations.

RQ22-Assistance. The recommendation service only allows implicit interaction with the
learning agent, and thus does not need to assist the user in additional ways.

Figure 8: Answers to RQs for Deep Reinforcement News (Zheng et al., 2018)

3.2 Approaches
This section presents four approaches that particularize IML (Ramos et al., 2020) or adapt
ML-based solutions (Kessler Faulkner & Thomaz, 2021; Akrour et al., 2014; Christiano
et al., 2017) in relation to the human in the loop, its role or involvement. For each of the
applications developed within those approaches, we analyze and synthesize their answers to
the research questions.

3.2.1 Interactive Machine Teaching

Defined in (Ramos et al., 2020), Interactive Machine Teaching is an approach to IML in
which the human plays the role of a teacher, and must teach a task to the machine. The
notion of teaching includes the choice of information at the source of learning, and the
evaluation of the learner’s performance. The underlying assumption that the authors make
is that humans acquire pedagogical skills more easily than machine learning skills, as these
skills are more prevalent in the general public (Wall et al., 2019).

The concepts and processes studied in Interactive Machine Teaching are applicable to
any learning paradigm. Nevertheless, the authors present a demonstration application,
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called PICL (Ramos et al., 2020) (formerly MATE (Wall et al., 2019)), that applies In-
teractive Machine Teaching principles to supervised learning by allowing users to teach
text classification tasks. As shown in Figure 9, we consider PICL, not Interactive Machine
Teaching, as the reference for studying the answers to the RQs.

RQ11-Tasks. The human, playing here the role of a teacher, must plan a curriculum and
then update it according to the learner’s results. A curriculum refers to the data (examples,
labels) used by the learner. The skills required are mostly of a pedagogical nature.

RQ12-Workload. Involving the human in selecting relevant examples or teaching con-
cepts moderately engages them in the process. In addition, they must judge whether the
learner’s results are satisfactory.

RQ21-Information. The labels and concepts provided by the human are the source of
supervised learning.

RQ22-Assistance. The interface of the presented tools (Ramos et al., 2020) assists the
human by allowing them to effectively visualize the learner’s results. A study of the behavior
of supervised learning experts on PICL/MATE (Wall et al., 2019) has also identified good
practices for automatic teaching, implemented in the form of notifications.

Figure 9: Answers to RQs for Microsoft’s PICL

3.2.2 Learning from Inattentive Humans

Kessler Faulkner and Thomaz are interested in the problem of inattention of human users
(Kessler Faulkner & Thomaz, 2021). To do so, they consider a use case where a robot learns
by reinforcement how to perform specific actions (e.g. sorting shapes) with the assistance
of a human supervisor. The human observes the robot acting and can positively reward
the robot’s actions that are appropriate for them. Then the robot has the choice between
exploiting actions that it knows be satisfactory for the human, and exploring new actions
with uncertain reward.

Thus, by assuming that the learning agent knows how to detect the absence of human
attention, the authors propose that the agent favors exploitation when the human is inatten-
tive, and exploration in the opposite case. Rather than demanding the human’s attention,
which can lead to a negative user experience, the robot adapts to the available attention.
The answers to our RQs are outlined below and summarized in Figure 10.

RQ11-Tasks. The human must monitor the learner’s actions and, via a simple interface,
reward those that are appropriate .
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RQ12-Workload. Although learner monitoring tends to be highly human-intensive, the
fact that a drop in attention does not adversely affect the learner is beneficial to the user
experience.

RQ21-Information. The rewards given by the user are those of reinforcement learning
that the learner seeks to maximize.

RQ22-Assistance. Beside the fact that the robot avoids needlessly interrupting the hu-
man, it does not provide significant assistance to them.

Figure 10: Answers to RQs for the Reinforcement Learning approach (Kessler Faulkner &
Thomaz, 2021)

3.2.3 Learning despite Erroneous Feedback

An approach to interactive learning by reinforcement called programming by feedback is
presented in (Akrour et al., 2014). The learner’s actions are grouped into short sequences,
that the human supervisor must compare in order to generate feedback. For instance, in
the cartpole problem (Geva & Sitte, 1993), the learner has to control the movements of the
cart and the human must distinguish which movements improve the stability of the pole.
A particularity of this approach is that the learner estimates the human’s error rate. Here,
supervisor opinions that seem to be the opposite of previous opinions are ignored.

Below, you will find the answers to our RQs, as depicted in Figure 11.

RQ11-Tasks. After each sequence of actions performed by the learner, the human must
compare the last sequence with the best sequence among the previous ones, and choose the
one that best corresponds to the task at hand. They must therefore be able to evaluate the
learner’s behavior globally and not action per action.

RQ12-Workload. The human must study each sequence of actions of the learner, which
requires a strong involvement.

RQ21-Information. The rewards from the comparisons produced by the human allow
the learner to estimate a reward function that they try to maximize through their actions.

RQ22-Assistance. Here, the human is little assisted in the evaluation of the sequences
of actions.
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Figure 11: Answers to RQs for the Reinforcement Learning approach (Akrour et al., 2014)

3.2.4 Deep Reinforcement Learning

Christiano et al. have designed a deep reinforcement learning algorithm based on human
feedback (Christiano et al., 2017). To create a neural network based on human feedback,
the learner submits short sequences of actions to the human for comparison. The human
must choose between two sequences the best one given the task to learn (e.g. perform a
backflip). They keep doing so until there are no more comparisons to make, or they decide
the results are satisfactory. These comparisons are the source of the learning of a reward
function that the algorithm is constantly trying to optimize.

The authors have tested their solution on several use cases via the OpenAI Gym platform
(Brockman et al., 2016). In cases where the reward functions are known, the solution can
be compared with a classic reinforcement learning algorithm and achieves better results in
several cases. However, only one human user participated in the experiments, which limits
the scope of the conclusions.

Figure 12 provides a summary of the answers to our RQs, which are presented below.

RQ11-Tasks. Here the user has to compare two sequences of actions and decide on the
best one with respect to their objective.

RQ12-Workload. The proposed solution requires human input for less than 1% of the
learner’s actions: only the actions for which the learner is not sure are submitted for com-
parison. The burden on the human is therefore reduced.

RQ21-Information. The feedback from the human allows the algorithm’s reward func-
tion to be updated.

RQ22-Assistance. The interface offers keyboard shortcuts to facilitate human interac-
tion.

3.3 Studies

This section presents studies on specific aspects of IML, that respectively focus on the
question of trust in IML systems (Honeycutt et al., 2020), the effect of human interaction
on the performance of the intelligent system (Holzinger et al., 2019), and the effect of HMI
transparency on the user experience (Schnabel et al., 2020). In the three cases, we analyze
and synthesize the answers to the research questions, taking as a reference the best version
of the experimented application.
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Figure 12: Answers to RQs for the Deep Reinforcement Learning approach (Christiano
et al., 2017)

3.3.1 Trust in IML

Honeycutt et al. conducted a study that addresses the issue of user trust in machine learning
applications (Honeycutt et al., 2020). It is based on results in psychology (Van den Bos
et al., 1996) which show that the confidence of an individual towards a human decisional
group increases if an opinion expressed by the individual is taken into account by the
group. Conversely, the individual will have less confidence if his opinion is ignored. The
objective of this study is to recover these results by replacing the human decision group
with an automatic learner, in this case an interactive supervised learning application for
face recognition in images.

The online experiment measured the confidence of human users towards this application
with or without interaction on the one hand, and with increasing, constant or decreasing
learner performance on the other hand. In practice, the participants had to check and
correct the learner’s errors.

The results unexpectedly have shown that in general the interacting group has less
confidence in the system than the non-interacting group. The explanation put forward by
the authors is that the interacting group spent more time focused on the system errors to
correct them.

As illustrated in Figure 13, we consider the face recognition application that supported
the experiment to look at the research questions.

RQ11-Tasks. The expected skills for the users are only related to the task at hand: face
recognition. The human must recognize and correct the mistakes made by the system, e.g.
faces that are not detected or falsely detected.

RQ12-Workload. The user is only involved in the tasks of checking and correcting the
learner’s output.

RQ21-Information. The simulated application takes into account feedback from users
on its errors in order to refine its model.

RQ22-Assistance. Users are voluntarily given little guidance in order to measure their
subjective appreciation of the application’s performance, which is a measure proportional
to the confidence they feel in the system (Yin et al., 2019).
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Figure 13: Answers to RQs for the face classification application (Honeycutt et al., 2020)

3.3.2 Interactive Learning for Optimization

Holzinger et al. present an experiment comparing human-assisted and non-human-assisted
learning approaches in the context of traveling salesman problem solving (Holzinger et al.,
2019). On the basis of a multi-agent Ant Colony Optimization system (Dorigo et al., 2006),
two solutions, with or without human participation, are compared. In the solution that
involves human interaction, the interface is designed as a snake-like game, in which the
human player guides the snake through the points of the traveling salesman problem. By
doing so, the path taken by the human player serves as guidance to the ACO algorithm,
helping it to find a better solution.

In the presented study, the addition of the human assistant to the multi-agent system
improves the results of the optimization algorithm. Figure 14 summarizes the answers to
our RQs, which are detailed below.

RQ11-Tasks. The user acts here in an implicit way on the learning. They are asked
to play and guide the snake without being informed of the multi-agent system they are
influencing.

RQ12-Workload. They are weakly involved, mainly because they are not informed of the
learning, nor of its results. Also, the gamification of the interaction reduces the workload.

RQ21-Information. The actions of the human in the game have the effect of helping
the multi-agent system.

RQ22-Assistance. Here, the human is not accompanied, but he does not have to be
since his contribution is not explicit: he is not informed of the algorithm in the background.

Figure 14: Answers to RQs for the interactive Ant Colony Optimization system (Holzinger
et al., 2019)
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3.3.3 Transparency in IML

In (Schnabel et al., 2020), authors are interested in the visibility that the user has on the
effect of their choice or action on the learner’s learning. They experimented with different
interfaces for an article recommendation application where users act by selecting or not
articles to read. One of the experimentation’s parameters was the immediacy of the update
of the recommendation list. It was either previewed, or displayed right after a user action or
delayed. For the previewed version, which was preferred during the study, the consequences
of selecting an article to read are highlighted before the action is performed. That is, when
the mouse hovers on an article, the changes that its selection would bring to the list of
recommendations are highlighted.

The objective of the study was to measure the impact of this visibility on the efficiency
of the users, measured in number of good recommendations accepted by the human in a
given time. The study also looks at the perceived user experience. They concluded that
having a previewing mechanism was favored by people over other more delayed updates
common in most recommendation systems.

To analyze the answers to the research questions outlined in Figure 15, we consider
the version of the application that the users have preferred: where the consequences of the
user’s actions are previewed. This pre-visualization of the impact of human actions is an
assistance that was highly appreciated during the study. It allowed the group involved to
be more effective in selecting items.

RQ11-Tasks. The user has to select articles to read among recommendations. They must
judge if each news article and the effect of their selection are relevant to their preferences.

RQ12-Workload. The level of human involvement is low considering the task at hand.
In the experiment, a time constraint was introduced, which adds a certain mental load to
the humans.

RQ21-Information. The actions of the user to add an item to their reading list are the
basis of the personalization of the recommendation system.

RQ22-Assistance. In this contribution, the focus is on providing assistance to the hu-
mans in the loop. It is greatly effective here.

Figure 15: Answers to RQs for the news recommendation application (Schnabel et al., 2020)
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3.4 General Guidelines for Human-AI Applications

Amershi et al. proposed a comprehensive set of 18 guidelines to help designers avoid neg-
ative user experiences due to a poorly designed interaction (Amershi et al., 2019). These
guidelines are not specific to Interactive Machine Learning applications but are intended
for the design of Human-AI interactions in general. The complete guidelines are listed in
Table 1.

Guidelines for Human-AI interaction

In
it

ia
lly

G1. Make clear what the system can do. Help the user understand what the AI
system is capable of doing.
G2. Make clear how well the system can do what it can do. Help the user
understand how often the AI system may make mistakes.
GA. Make clear how the system works. Help the user understand the inner
workings of the AI system.

D
ur

in
g

in
te

ra
ct

io
n G3. Time services based on context. Time when to act or interrupt based on the

user’s current task and environment.
G4. Show contextually relevant information. Display information relevant to
the user’s current task and environment.
GB. Provide interpretable output to the user. Help the user understand the AI
system’s productions.
G5. Match relevant social norms. Ensure the experience is delivered in a way
that users would expect, given their social and cultural context.
G6. Mitigate social biases. Ensure the AI system’s language and behaviors do not
reinforce undesirable and unfair stereotypes and biases.

W
he

n
w

ro
ng

G7. Support efficient invocation. Make it easy to invoke or request the AI system’s
services when needed.
G8. Support efficient dismissal. Make it easy to dismiss or ignore undesired AI
system services.
G9. Support efficient correction. Make it easy to edit, refine, or recover when the
AI system is wrong.
G10. Scope services when in doubt. Engage in disambiguation or gracefully
degrade the AI system’s services when uncertain about a user’s goals.
G11. Make clear why the system did what it did. Enable the user to access an
explanation of why the AI system behaved as it did.

O
ve

r
ti

m
e

G12. Remember recent interactions. Maintain short term memory and allow the
user to make efficient references to that memory.
G13. Learn from user behavior. Personalize the user’s experience by learning
from their actions over time.
G14. Update and adapt cautiously. Limit disruptive changes when updating and
adapting the AI system’s behaviors.
G15. Encourage granular feedback. Enable the user to provide feedback indicat-
ing their preferences during regular interaction with the AI system.
G16. Convey the consequences of user actions. Immediately update or convey
how user actions will impact future behaviors of the AI system.
G17. Provide global controls. Allow the user to globally customize what the AI
system monitors and how it behaves.
G18. Notify user about changes. Inform the user when the AI system adds or
updates its capabilities.

Table 1: Guidelines for Human-AI interaction, from (Amershi et al., 2019). GA and GB
were added for our analysis in Section 5.2
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Direction of the interaction Guidelines
Mainly from Human to AI G7, G8, G9, G12, G15, G17

Mainly from AI to Human G1, G2, GA, G3, G4, GB, G10, G11, G13,
G14, G16, G18

Table 2: Amershi et al.’s guidelines categorized according to the direction of the interaction
they pertain to

To produce these guidelines, the authors began with a review of the literature on the
subject over the past 20 years. This review yielded 168 specific recommendations, which
were consolidated, filtered and refined to 18 proposals. This refinement process consisted
of a survey of HMI practitioners and experts, who assessed the relevance of these guidelines
in various AI applications.

These general guidelines provide relevant guidance to HMI professionals. This includes,
for example, clearly explaining the consequences of the human’s actions on the learner, or
conversely explaining how a decision was made by the learning machine. (Amershi et al.,
2019) categorized those guidelines based on the different stages of interaction with the AI
system.

• Initially: Guidelines related to the initial setup of the Human-AI interaction, including
transparency and trust-building.

• During interaction: Guidelines related to how the AI system should adapt to the
cultural and environmental human context.

• When wrong: Guidelines related to how the AI system should behave when it makes
mistakes or errors. Human users need to understand and intervene when that happens.

• Over time: Guidelines related to how the AI system should evolve and improve over
time, including providing opportunities for users to provide feedback to the AI system.

In Table 2, we have organized the guidelines according to the direction of the interaction
they pertain to. This categorization helps in understanding the specific areas where Human-
AI interactions may be improved. Some guidelines mainly focus on the actions that humans
can take towards the AI. For example, guidelines G7, G8, and G9 state that humans should
be able to easily invoke, dismiss, and correct the AI system. Other guidelines mainly focus
on the different actions the AI can take towards humans. Guidelines such as G10 and G18
suggest that the AI system should ask for human help when it is uncertain of its decision
and inform humans of any changes in its capabilities. Finally, G5 and G6 are related to the
overall conception and behavior of the AI and are not included in this categorization. They
recommend that the AI system should be socially acceptable and avoid hurtful biases and
stereotypes.

The guidelines for human-AI interaction proposed by Amershi et al. provide a general
framework that can be adapted to different IML applications, effectively answering all four
research questions in a broad way, as summarized in Figure 16. As such, we use these
guidelines to analyze our solution for ambient intelligence, in Section 5.2.
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RQ11-Tasks. Some guidelines suggest types of inputs for the human to perform, such
as providing granular feedback to the IML system. The designers should also pay special
attention to the invocation, dismissal and correction of the learner.

RQ12-Workload. The guidelines aim to limit human workload by providing only rele-
vant information and interrupting the current task only when necessary. Following these
principles, an IML application should not burden the human with unnecessary workload.
Other guidelines, however, tend to increase the workload for humans, such as providing
feedback at multiple points of the interaction or asking for their assistance in dealing with
uncertainty. Although this added load is necessary and beneficial for the interaction, overall
it can be quite burdensome.

RQ21-Information. Other guidelines suggest providing additional feedback to the ML
algorithm or asking for guidance from the human when the model uncertainty is too high.
These additional informations should help to tailor the IML application to the human.

RQ22-Assistance. The major part of the guidelines aim to provide assistance to the
human in their interactions with the IML system. This includes making clear what the
IML system can do and how well it can do it, building a trusty relationship between the
human and the ML algorithm. This also includes working towards explainable AI (Arrieta
et al., 2020) to improve human understanding of the learner’s functioning.

Figure 16: Answers to RQs for Microsoft Research’s Human-AI guidelines

4. Analysis of the Contributions and Answers to Research Questions
In this section, we present a comprehensive analysis of the responses to the four research
questions, listed in Section 2.2, from the various contributions listed in Section 3. To assist
us in our analysis, we have created two tables. Table 3 outlines the answers provided by each
contribution, while Table 4 summarizes the level of response to each of the four research
questions. In the following we provide a detailed analysis for each research question based
on the findings from the various contributions. It is worth noting that the ratings presented
in Table 4 for the guidelines of Amershi et al. (Amershi et al., 2019) are based on an
hypothetical application implementing all guidelines.

4.1 RQ11-Tasks
Regarding Interactive Machine Learning applications, there is a diverse range of tasks that
require human involvement, as shown in column RQ11 of Table 3. Regarding all the con-
tributions, some entail complex tasks, such as providing samples and labels to train the
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Contribution RQ11 RQ12 RQ21 RQ22

Carney et al.,
2020

Selection of
concept, samples,
parameters

Heavy Labeled images,
parameters Guiding HMI

Fails and
Olsen Jr, 2003

Coloring of
portions of an
image

Medium Base image,
labeled pixels

Request for a
natural task

Berg et al.,
2019

Choice of
workflow,
parameters,
samples

Heavy Algorithm, labeled
data, parameters No assistance

Flutura et al.,
2018

Reporting of false
positive/negatives Medium Body movements,

explicit feedback
Targeted sound
notifications

Zheng et al.,
2018

Browsing of news
recommendations Light Usage data No assistance

Ramos et al.,
2020

Selection of
examples and
labels

Medium Labeled textual
data

Results’
visualization,
expert patterns

Kessler Faulkner
and Thomaz,
2021

Monitoring and
rewarding Light Positive rewards No assistance

Akrour et al.,
2014

Comparison of
every action
sequences

Heavy Reinforcement
feedback No assistance

Christiano
et al., 2017

Comparison of
some action
sequences

Medium Reinforcement
feedback Shortcuts

Honeycutt
et al., 2020

Assessment of face
recognition Light Performance

feedback No assistance

Holzinger et al.,
2019

Interaction with a
snake-like game Light Guidance of a

MAS No assistance

Schnabel et al.,
2020

Selection of news
to read Light Usage data

Pre-visualization
of the
recommendation
update

Amershi et al.,
2019

Providing granular
feedback Light

Additional
feedback, guidance
from the human

Building trust,
explainability

Table 3: Summary of the answers to the research questions

ML model (Carney et al., 2020; Fails & Olsen Jr, 2003; Ramos et al., 2020). On the other
hand, others involve less and even no explicitly ML-oriented tasks, such as playing a game
(Holzinger et al., 2019) or selecting articles to read (Zheng et al., 2018; Schnabel et al.,
2020).

In addition, column RQ11 of Table 4 rates these tasks as requiring more ML skill (rated
-), less ML skill (rated +) or no ML skill at all (rated ++). In general, the presented
contributions require few learning skills (+ or ++). However, those rated + still require
the human to manipulate ML concepts, such as labels in supervised learning (Ramos et al.,
2020; Carney et al., 2020; Fails & Olsen Jr, 2003; Flutura et al., 2018) and action sequences
in reinforcement learning (Akrour et al., 2014; Christiano et al., 2017). Furthermore, Ilastik
(Berg et al., 2019) requires the human to be familiar with different image recognition al-
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Contribution RQ11 RQ12 RQ21 RQ22
Carney et al., 2020 + - ++ +

Fails and Olsen Jr, 2003 + + - +
Berg et al., 2019 - - ++ -

Flutura et al., 2018 + + + +
Zheng et al., 2018 + ++ + -
Ramos et al., 2020 + + + ++

Kessler Faulkner and Thomaz, 2021 ++ ++ + -
Akrour et al., 2014 + - - -

Christiano et al., 2017 + + - +
Honeycutt et al., 2020 ++ ++ - -
Holzinger et al., 2019 ++ ++ - -
Schnabel et al., 2020 + ++ + ++
Amershi et al., 2019 + ++ + ++

Table 4: Summary of the levels of response to the different research questions (the scale ”-”
to ”++” indicates the level of response to a question)

gorithms, which is a task closely tied to ML and is thus rated -. Contributions rated
++ involve tasks that are exclusively related to the domain of the application, such as
recognizing faces (Honeycutt et al., 2020) or pathfinding (Holzinger et al., 2019).

In summary, a trend among the studied contributions is to initially hide the ML concepts
and gradually make them available to the human to understand without overwhelming them.
With the exception of (Holzinger et al., 2019), the ML aspects of the interaction are never
entirely concealed and are instead discreetly communicated to the human.

4.2 RQ12-Workload

We assessed the workload imposed on the human in the IML applications listed in Table 3
and represented it on a Light-Medium-Heavy scale in column RQ12. The same information
is also presented in column RQ12 of Table 4 using a scale ranging from - for heavy to ++ for
light. We opted to include the same data on both tables since summarizing each workload
in a few words proved challenging in Table 3.

Our analysis indicates that most of the listed contributions impose a medium or light
workload on the human, implying that users are less likely to be overwhelmed. This finding
perhaps can be explained by the fact that these applications require relatively simple tasks
from users, such as pointing out errors made by the machine learner (Honeycutt et al.,
2020) or indirectly contributing to learning (Holzinger et al., 2019; Zheng et al., 2018).

Contributions rated heavy require a high level of involvement in the inner workings of
the ML applications, which can be a tedious or complex task. In (Akrour et al., 2014), the
feedback process requires the human to provide feedback for every action of the learner,
which can be a significant burden and demands a considerable amount of effort. Besides,
Ilastik (Berg et al., 2019) requires users to choose the algorithm and parameters, which
is a complex task. Teachable Machine (Carney et al., 2020) offers the option of including
tasks related to the inner workings of the ML system, such as parameter tuning, which may
increase the workload in certain cases, but these tasks are not mandatory.
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4.3 RQ21-Information

The information provided by the human is crucial for the learner to function, and the way
it is used varies between contributions. In Table 3, column RQ21 summarizes what kind
of human data fuels the ML system, while in column RQ21 of Table 4, the richness of the
data is indicated. Low-dimensional, simpler data is rated - while higher dimensional data
is rated + or ++.

Contributions rated ++ offer richer interactions, allowing humans to steer the ML pro-
cess more effectively towards their preferences. For example, Teachable Machine (Carney
et al., 2020) offers deeper access to the learner’s settings, but requires more learning skills
from the human. Some implicit sources of interaction, such as mouse hovering (Schnabel
et al., 2020) or attention detection (Kessler Faulkner & Thomaz, 2021), allow the human
to indirectly influence the learner. These methods provide non-intrusive ways to support
the learning process and are accessible to non-specialist end-users.

On the other hand, contributions rated - require simple and low-dimensional data from
the human. For instance, interactive reinforcement learning approaches (Akrour et al.,
2014; Christiano et al., 2017) only require a binary reinforcement signal from the human.
Although limited interaction between the learner and the human is not necessarily a bad
thing and may be enough, research shows that providing rich and diverse ways of interacting
with AI systems often leads to better performance and user experience (Amershi et al.,
2014).

4.4 RQ22-Assistance

The assistance provided to the human is summarized in column RQ22 of Table 3 and its
level is rated on a scale to - to ++ in column RQ22 of Table 4.

In the majority of applications, we found no significant level of assistance provided to
the humans, hence rated -. Some applications, like the face recognition system (Honeycutt
et al., 2020) and the snake-like game (Holzinger et al., 2019), were designed without any
assistance to the humans, likely due to their research nature.

However, contributions rated + and ++ offer various techniques to alleviate the work-
load for humans. Interactive Machine Teaching (Wall et al., 2019), for example, provides
notifications and advice based on expert knowledge in machine learning. In the recommen-
dation application (Schnabel et al., 2020), previsualization techniques allow humans to see
the consequences of their actions on the machine learning process, thereby improving their
experience. Additionally, guidelines from (Amershi et al., 2019) can be a useful tool for
providing assistance in any application because they offer a comprehensive framework for
designing human-AI collaborative systems. They address the assistance needs we identified
in the literature by advocating for various measures, such as providing comprehensible ex-
planations of the ML system’s purpose or performance, among other things.

The need for new techniques and further research for all these RQs is clear, and could
be beneficial to many of the applications studied. In the next section, we examine how
the previously identified design solutions can be implemented in the case of opportunistic
composition. These design solutions may be transferable to other AmI applications, offering
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potential solutions to the challenges related to the interaction between humans and ambient
systems that we have identified in Section 2.2.

5. IML in OCE, a Human-Centered Ambient Intelligent Application
As defined in Section 1, AmI aims to provide a personalized and adaptive physical and
software environment to meet the needs of the human user (Sadri, 2011). This section
applies the findings from Section 3 and Section 4 regarding IML and the relationship between
humans and learning machines to the case of Ambient Intelligence (AmI) and specifically
Opportunistic Composition. To achieve this, we utilized as general framework the HAX
toolkit3, a Microsoft Research tool based on the guidelines presented in (Amershi et al.,
2019) (see Table 1), and applied it to the Opportunistic Composition Engine (OCE).

We begin by introducing OCE and its functioning, along with OCE’s answers to the
four RQs. Subsequently, following the guidelines of Amershi et al., as well as our own, we
investigate how each of these guidelines can be applied in the case of AmI and opportunistic
software composition. This investigation is informed by relevant elements seen in Sections
3 et 4.

5.1 Opportunistic Software Composition
Our research project aims at designing and developing a solution that integrates the human
user in the decision and learning loop and makes new functionalities emerge in an ambient
environment. It is about building the right applications for a human being at the right
time, depending on the ambient context, without them having to explicitly ask for these
applications. Anticipating and adapting to user needs relies on IML.

It can be noted that while different approaches aim to maximize non-obtrusiveness and
transparency for the user, leading to ambient environments that reconfigure themselves
automatically, OCE arbitrates in favor of the human’s authority over the system: with
OCE, the human ultimately controls the modifications of their environment and can even
act directly on it. So the need for smooth interaction between them and the system is all
the more important.

An opportunistic composition model has been designed and a software prototype has
been developed (Younes et al., 2020; Trouilhet et al., 2021). The Opportunistic Com-
position Engine (OCE) builds assemblies of software components that are present in the
ambient environment at the time. It uses reinforcement learning (Sutton & Barto, 2018),
distributed within a multi-agent system (MAS), which takes advantage of user feedback to
build knowledge about the user’s preferred components and functionalities. A demonstra-
tion of the prototype based on a use case is presented in (Delcourt et al., 2021), and a video
of the demonstration is available4.

The basic concepts that the human interacting with OCE needs to understand are
highlighted in Figure 17. Software components provide services and require services in
order to operate. For instance the Display component from Figure 17 provides a service
that can set a text to display, while the Temperature Sensor component requires a service
3. https://www.microsoft.com/en-us/haxtoolkit/workbook/
4. https://www.irit.fr/~Sylvie.Trouilhet/wp-content/uploads/sites/90/2022/12/outletSeeking.

mp4
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to send its measures to. The two services are connected, symbolized by the dotted line
between the two connectors: the temperature is sent to the display. An assembly is a set of
components linked together through a set of connections, which represents a usable ambient
application. In this example, the measured temperature is displayed and also converted to
speech, which is played out loud.

Figure 17: Component diagram with assembly, component, service, and connection high-
lighted

The iterative process of opportunistic composition is described in Figure 18. OCE probes
the human’s ambient environment; its MAS then assembles an application that is proposed
to the human for validation; finally, the assembly visualization interface, ICE (Interactive
Control Environment) (Trouilhet et al., 2021), allows the human to accept, modify, or reject
the OCE proposal. This human action constitutes the feedback that is the source of learning
for the OCE agents.

Figure 18: Opportunistic Software Composition

As outlined in Figure 19, the following analyzes how OCE answers to the four research
questions. In addition, Table 5 employs the same scale as Table 4 to rate OCE’s level of
response.

RQ11-Tasks. To ensure the assembly suits their needs, the human has the ability to ac-
cept or reject it, and can also edit connections within the assembly before accepting. This
requires an understanding of the function of each software component and the overall pur-
pose of the assembly. Although knowledge of software components and their functionalities
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Figure 19: Answers to RQs for the Opportunistic Composition Engine

Contribution RQ11 RQ12 RQ21 RQ22
Younes et al., 2020 ++ - - +

Table 5: Summary of the levels of response to the different research questions for OCE (the
scale ”-” to ”++” indicates the level of response to a question)

is necessary, no expertise in machine learning is required to interact with OCE, and for
that reason we rate it ++.

RQ12-Workload. Here, the human is heavily involved. Accepting, rejecting, and specif-
ically modifying an assembly requires a significant level of engagement and skills from the
human. Additionally, in the current OCE prototype, every change in the user’s environ-
ment triggers the generation of a new assembly proposal, which must be carefully evaluated
by the human, and so we rate it -.

RQ21-Information. The learning mechanism of OCE extracts data from the human
feedback, which consists of accepting, rejecting, or modifying an assembly. While this
interaction is essential for the system’s learning process, it is limited in scope and is thus
rated -. Furthermore, the human user is not aware that their actions have an impact on
OCE’s learning mechanism.

RQ22-Assistance. In order to improve the user experience of OCE, (Trouilhet et al.,
2021) proposed model transformations to generate various representation of the assemblies,
which are illustrated in Figure 20. These range from UML5 diagrams to more semantically
accurate and user-friendly graphical descriptions. This work could be extended to provide
improved assistance, such as generating textual descriptions of assemblies that are easily
understandable. For this reason we rate OCE’s assistance +.

5.2 Enhancing Human-AI Collaboration in OCE

In this section, our focus is on improving OCE’s response to the RQs, which involves
enhancing human-AI collaboration in the context of an AmI application. To accomplish
this goal, we identify design solutions from Section 3 and explore how they could be applied
to AmI and OCE. We have organized this study using the guidelines of Amershi et al.
(Amershi et al., 2019), which offer a comprehensive framework for answering all of our

5. Unified Modeling Language : http://www.omg.org/spec/UML/
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(a) Component diagram

(b) Icon-based diagram (c) Sequence diagram

Figure 20: Possible views for an assembly in OCE

research questions. For each guideline, we discuss its significance and how it can enhance
human interaction with an IML application.

In addition, as Amershi et al.’s framework is open for extension, we have incorporated
two additional guidelines, GA and GB.

• GA. Make clear how the system works. This guideline emphasizes the importance
of transparency regarding the AI’s inner workings in order to gain trust from the
human. While this may only be relevant for experienced users in complex applications,
providing a simplified explanation of the inner workings can be beneficial for the
interaction. As this guideline pertains to information that should be made available
to the human at the beginning of the interaction, we have placed it in the “Initially”
category.

• GB. Provide interpretable output to the user. This guideline emphasizes the need
to ensure that the AI’s output is understandable by the human. It is particularly
relevant in complex use cases like Opportunistic Composition, whereas it may not
be necessary in simpler scenarios such as content recommendation. This guideline
pertains to information that is distilled during the interaction, and therefore we have
put it in the “During Interaction” category.

Table 6 synthesizes the results of our study. There, Si-j represents the proposed solution
numbered j for the guideline Gi.

5.2.1 Initially

These guidelines provide recommendations for the design of the beginning of the human-AI
interaction, emphasizing the importance of managing the user’s expectations and building
trust in the intelligent service from the start.
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G1. Make clear what the system can do. While the main purpose of an IML appli-
cation, such as image classification, may be easy to understand, explaining the full range of
capabilities to the user, such as data labeling or parameter tuning, can be more challenging.

This is particularly true in the case of an AmI application designed to assist humans in
a pervasive environment like OCE. In this context, textual information (S1-1) or demon-
strations (S1-2) may be the best options for explaining the application’s capabilities, i.e.
building and proposing component assemblies to the human user. Over time and with use,
the user should gain a better understanding of how the application works.

G2. Make clear how well the system can do what it can do .
The IML application should provide information to the human about the likelihood of

approximations or mistakes occurring during the process. Managing human expectations
is crucial to avoid over reliance on the AI system and prevent users from discontinuing use
due to surprise or disappointment (Honeycutt et al., 2020).

In the case of reinforcement learning applications like OCE, mistakes are an essential
part of the trial and error learning process, so providing clear and understandable warn-
ings (S2-1) about this can initially help. Additionally, explaining what to do when the AI
system produces incorrect output (S2-2), as discussed in Section 5.2.3, can further assist in
managing expectations and maintaining user trust. Regarding OCE, it is crucial to commu-
nicate to the human that the assemblies proposed by OCE are built from the components
currently available and the system’s past compositions.

GA. Make clear how the system works. This guideline emphasizes the importance
of transparency in the AI system’s inner workings, which can help build trust with human
users. Especially in complex applications, users want to know how the AI arrived at a
particular decision or recommendation. Providing a simplified version of the inner workings
can enhance the interaction, although it may only be necessary for experienced users.

In the context of OCE, there is currently no available explanation of how the engine
works. Additionally, it may be difficult to demonstrate the improvement of the learner’s
knowledge over time, as this is a gradual process that occurs over an extended period. To
address this need for transparency, one potential solution is to provide information on the
engine’s learning process. Textual explanations (SA-1) or targeted demonstrations (SA-2)
should be considered.

5.2.2 During Interaction

These guidelines provide recommendations for designing the interaction itself. They pri-
marily focus on managing the workload assigned to humans and addressing their social
expectations.

G3. Time services based on context. Determining the appropriate moments to in-
volve the human in the learning process is critical for a positive user experience. Disruptive
interruptions can be detrimental to the user’s ability to complete tasks, leading them to
disregard important information.

The OCE prototype currently generates a new assembly for every component that ap-
pears or disappears in the environment (S3-1), which aligns with this guideline. However,
it may be beneficial to consider the user’s current focus and tailor the interactions accord-
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ingly (S3-2), as suggested by (Kessler Faulkner & Thomaz, 2021). Nonetheless, detecting a
user’s focus in an open AmI context can be more challenging than in a traditional desktop
application.

G4. Show contextually relevant information. IML applications should display infor-
mation relevant to the human’s current task or environment, to avoid overwhelming them
with unnecessary information.

In the case of OCE, available components in the human’s environment are considered
part of their context and are relevant to display (S4-1). However, taking into account
additional information about the human’s context, such as their location or activity (S4-
2), could further improve the relevance of the proposed assemblies. For example, if the
human is in a classroom setting, it would be inappropriate to suggest applications for their
favorite streaming service. However, automatically detecting the human’s context poses a
significant challenge, especially for a generic application like OCE. Moreover, it should be
noted that, fundamentally, OCE’s learning does not rely on learning patterns of behavior
(Aztiria et al., 2010), activity detection or, more broadly, context identification.

GB. Provide interpretable output to the user. This recommendation is not included
in the guidelines of Amershi et al. and the ability for users to intuitively understand the
output of AI systems is not addressed by any other guideline. We believe this recommen-
dation is crucial for AmI applications like OCE because such an understanding is essential
for effective interaction with the AI system.

OCE’s first available view is a component diagram, which may not be suitable for end-
users which are not trained in programming. In (Trouilhet et al., 2021), authors proposed
to address this issue by using model transformation to provide alternative views that fit
users’ comprehension capabilities (SB-1), as shown in Figure 20.

G5. Match relevant social norms. The interaction between the AI and human should
be sensitive to the human’s social and cultural context to manage their expectations. For
example, a voice assistant should address the human in a semi-formal manner, as it’s com-
monly expected in professional settings (Amershi et al., 2019).

However, in the case of OCE and ambient applications, it’s challenging to determine
which social norms should be followed or avoided, as these applications may target a broad
audience with diverse cultural backgrounds. At the current time, this guideline is not a
priority to Opportunistic Composition.

G6. Mitigate social biases. The AI system should be free of any undesirable stereo-
types or biases, which can arise during training and manifest in the model, particularly in
applications related to race or gender (Gebru, 2019).

At present, OCE does not collect user data to identify common profiles, so there are
no unfair biases of this nature that could emerge. Learning is only based on the available
components in the human’s environment and the human’s actions within the application.
While we acknowledge that biases and stereotypes can be present in any AI system, this
particular guideline is not applicable to OCE as it stands. In the future, mitigating biases
may become a concern if techniques such as transfer learning, as seen in Teachable Machine
(Carney et al., 2020), are implemented.
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5.2.3 When Wrong

The following guidelines provide support for managing mistakes made by the learning service
during human-AI interaction, when the output does not meet the expectations of the human.
In most cases, the learning service tries to tune its service according to the preferences of
the human, and as such, it needs to make mistakes to gain knowledge. Therefore, it is
important to help the human recover from these mistakes to avoid disrupting their user
experience.

G7. Support efficient invocation. The application should allow the human to easily
request the AI’s service. This means that if the output from the learner is not satisfactory,
the human should be able to request new output quickly and easily.

In the current OCE workflow, a change in the environment triggers a new assembly to
be pushed to the human, so the human doesn’t explicitly request the AI’s services. But
the possibility for the human to trigger new assemblies at their discretion (S7-1) should be
considered. Additionally, it would be possible for the human to express more precise needs
in these composition requests, such as specifying components that should or should not be
included in the final result (S7-2).

Alternatively, providing a blank editor would allow the human to freely edit component
assemblies (S7-3). This would help them gain a better understanding of the way composite
applications are built and provide an opportunity to gather data on the components they
prefer or dislike, allowing to fine-tune the future propositions.

G8. Support efficient dismissal. The AI service should be easily dismissible or ignor-
able by the human, particularly when it produces incorrect results.

Currently, the OCE workflow allows the human to reject an assembly proposition from
the composition engine (S8-1), which satisfies this guideline. However, further user testing is
necessary to determine the effectiveness of this interaction and explore potential alternatives.
In addition to rejection, we could also consider the option for the human to ignore OCE’s
assembly propositions (S8-2), which would be a lighter form of dismissal useful in situations
where the human doesn’t have time to review the proposed assembly. This action should
have little to no impact on learning.

Another possible way for the human to dismiss OCE’s proposition is to undo and rollback
to a previous assembly (S8-3). Compared to basic rejection, this action would be a higher
form of dismissal, and should send more negative feedback to OCE’s agents. However, this
may not always be possible in dynamic environments where components needed to deploy
the previous assembly may no longer be available.

G9. Support efficient correction. Ensuring that the human can easily correct the AI
when it is wrong is crucial for the success of the interaction.

In OCE, the correction process is already integrated, as the human can edit the links
between components to modify an assembly (S9-1). However, this process requires a higher
understanding of software composition and could be further improved to alleviate the work-
load on the human. For instance, we could consider highlighting alternative connections
when the human wants to change the connection between two services (S9-2).

To explore alternative correction processes, we could look at existing solutions such as
Crayons (Fails & Olsen Jr, 2003), which allows users to correct AI outputs by simply col-
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oring over them (S9-3). Additional testing would be necessary to determine which solution
is the most efficient and effective for the OCE workflow.

Guidelines G7, G8 and G9 propose to give the human the ability to choose between
dismissing, ignoring, correcting, or reinvoking the AI service when it produces incorrect
results. This flexibility allows the human to tailor their response to the severity of the
mistake, which ultimately leads to a better user experience in the human-AI collaboration.
However, it is important to consider the potential for placing an additional burden on the
human when applying these guidelines.

G10. Scope services when in doubt. When uncertain about a human’s goals or
preferences, the AI system should engage in disambiguation to ask for clarification. This
not only acknowledges the human’s input, but also updates the system’s assumptions on
the human’s preferences.

In the current OCE workflow, the system does not adapt to the level of uncertainty in
the human’s preferences in the current environment. As a result, when the engine does not
know what would be the best service for the human, it chooses at random.

To improve this, a recommendation is to adjust the system’s behavior based on the
level of uncertainty. As an example, in situations where OCE is most uncertain and cannot
differentiate between components, it could prompt the human to provide input by presenting
them with a choice between the options (S10-1) (Flutura et al., 2018; Christiano et al., 2017).
Alternatively, the system could propose multiple assemblies to explore different possibilities
more quickly (S10-2). Ultimately, a minimal way to implement this guideline would be to
at least inform the human of the uncertainty (S10-3), so that they can raise their levels of
awareness towards any potential mistake from the engine.

To implement this, the uncertainty of the engine needs to be formalized, which can be
challenging given OCE decentralized decision-making process. Managing a large number
of large assemblies could also pose scaling problems for the human. Finally, this places an
additional burden on the human user.

G11. Make clear why the system did what it did. Providing an explanation of AI’s
behavior to the human is crucial in building trust and understanding of the AI applica-
tion. However, creating explainable AIs is a current challenge for the scientific community
(Arrieta et al., 2020).

The current OCE interface does provide access to the agent’s knowledge (S11-1), which
can be considered an element of explanation for the agent’s decision-making process, as it
is the state of its learning process. However, the current interface is not suitable for the
general public and lacks information on the actual decision process, which is what the agent
did with its knowledge. To meet this guideline, we need to work towards providing an easily
understandable explanation of an agent’s decision to the human (S11-2). Additionally, by
aggregating these individual explanations, we could create an emergent explanation of the
application (S11-3) (Heuillet et al., 2022).

5.2.4 Over Time

These guidelines provide recommendations for how to improve the interaction over time,
based on feedback and usage data. This can lead to increased user satisfaction, better
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performance, and better trust in the system over time. Additionally, it can help to uncover
potential issues or areas for improvement that may not have been apparent during the initial
design and development phases.

G12. Remember recent interactions. The AI system should keep a memory of past
interactions with the human to enhance efficiency.

OCE already takes into account the memory of past interactions and decisions made
by the human, and gives a heavier weight to the most recent interaction (S12-1). Another
way to see and implement this guideline would be to keep a memory of the last assemblies
and allow the user to redeploy them if they are still available (S12-2). This could provide
additional valuable feedback to the engine on the human’s preferences and help adapt to
the changing environment.

G13. Learn from user behavior. The learner should personalize the human’s experi-
ence by learning from their actions, which is typically the main goal of an IML system.

In OCE, decisions are based on the past behavior of the human, such as accepting,
rejecting, or modifying propositions of assemblies (S13-1). However, there are more so-
phisticated approaches proposed in the literature to better implement this guideline. For
instance, in (Akrour et al., 2014), authors suggest estimating the human’s error rate to im-
prove recommendations (S13-2), while Zheng et al. (Zheng et al., 2018) consider the time
to return to the service as a potential reward, where a faster return is considered better
(S13-3). Implicit interaction data such as eye tracking, mouse movement, and timing of
certain events can also be used to personalize the experience (S13-4). It is also possible
to gather this information without informing the human, as in (Holzinger et al., 2019), to
avoid overloading them with information.

G14. Update and adapt cautiously. An AI system should limit disruptive changes
when updating and adapting the system’s behavior, in order not to shock and overload the
human.

In OCE, this guideline is implemented through positive feedback given to assembly
propositions that are accepted by the user, which encourages the engine to stick to those
assembly plans over time and limit extreme changes in the propositions (S14-1). However,
the dynamics of the environment may introduce changes in the available components, which
is beyond the engine’s control. Moreover, in a reinforcement learning setting, some explo-
ration is necessary, which can introduce changes in the system’s behavior. Nonetheless,
since OCE is a multi-agent system, the exploration/exploitation dilemma is managed at
the agent’s level, and the probability of all agents exploring simultaneously is very low, so
that the proposed assemblies would not be overly disruptive. To further limit the risk of
disruptive changes, it may be possible to work on alternative exploration strategies (S14-2),
such as the one proposed in (Zheng et al., 2018).

G15. Encourage granular feedback. The human should be able to provide feedback
at different levels of their interaction with the AI system.

The feedback in OCE is currently limited to the acceptance or rejection of proposed
assemblies and editing of specific connections during modifications. To enrich the interac-
tion, it would be interesting to allow the human to provide explicit feedback at all the other
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levels of interaction shown in Figure 17, such as the assembly level (S15-1), component level
(S15-2), connection level (S15-3), and service level (S15-4).

• At the assembly level, the human could provide explicit feedback on whether they
like or dislike an assembly, which would be an alternative feedback to the simple
acceptance or rejection of an assembly.

• At the component level, the human could provide feedback on which components they
prefer to see in future assemblies.

• At the connection level, they could communicate their desire for certain connections,
i.e., component associations, to be prioritized or de-prioritized in future assemblies.

• At the service level, they could provide input on the services they want to see more
or less utilized in future assemblies.

All those changes may induce changes in OCE’s behavior, since it is necessary to take into
account those new kinds of feedback. All this range of feedback may allow the human
to fine-tune the feedback they give to the engine, leading to better adaptation to their
preferences and ultimately better propositions.

G16. Convey the consequences of user actions. It’s important for the human to be
aware of how their actions can impact the future behavior of the AI system.

However, in the case of OCE, the human is not explicitly informed of this impact. As the
proposed assemblies improve over time, the human may eventually notice how the system
has evolved, but this may take some time to realize. Textual information like ”you will
see more/less similar applications in the future” could be an easy way to implement this
guideline (S16-1). However, this may place a heavier cognitive load on the human, as they
need to make choices based on their preferences (e.g. ”do I want this application now”) and
the impact of their choice on the system (e.g. ”do I want to see more of this application in
the future”).

Implementing more advanced propositions, such as the pre-visualization of future rec-
ommendations after a human action (S16-2), as suggested in (Schnabel et al., 2020), may
be too difficult to achieve in a dynamic MAS setting where knowledge is distributed. In this
context, it is also possible that some human users may not have the capacity to understand
such complex information.

G17. Provide global controls. The human should be able to customize the overall
functioning of the AI system based on their individual preferences.

The OCE system currently allows for this through editable engine parameters in the
interface (S17-1). However, these parameters may not be understandable for end-users
without ML expertise, making the system difficult to use. To address this, adjustments can
be made to the interface, such as hiding the options to edit the engine’s global parameters
initially (S17-2), to accommodate less experienced users (Carney et al., 2020). Furthermore,
it is worth considering the concept of automatic parameter tuning (S17-3), which could
reduce the workload on the human user.
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G18. Notify user about changes. The AI system should inform the user when updates
or new features are added, and provide guidance to existing users during the transition.

While this guideline does not currently apply to OCE since it is still a research prototype,
it is an important consideration for future implementation. By keeping users informed about
updates and changes to the system’s capabilities, users can feel more confident in their use
of the system and understand how to take advantage of any new features or improvements.

5.3 Synthesis

In the previous section, we presented several design solutions taken from our analysis and
from the literature presented in Section 3 that could help OCE adhere to the guidelines for
human-AI interactions. These elements are summarized in Table 6.

As it stands, OCE does not comply with most of these guidelines, and several upgrades
are needed to improve human-machine interaction.

In this section, we explore how an enhanced OCE that integrates the design solutions
mentioned above could answer the research questions. Table 7 summarizes the level of
response of this enhanced application, using the same scale of values as Table 4.

RQ11-Tasks. In this enhanced version of OCE, the human would still need to accept,
reject or modify assemblies to give feedback to the engine. However, additional means of
action, such as the optional ability to tune the global parameters (S17-2), or the ability to
undo (S8-3) or ignore (S8-2) an assembly, would be possible. Since these additional tasks
are optional, we rate the level of response of this version of OCE to RQ11 +, instead of ++
for the current version. This means that some ML-related tasks, like S17-2, are introduced
into the interaction. Given that these tasks are optional, only experienced users with a
strong understanding of the engine are expected to be concerned. Therefore, we believe
this change in notation is acceptable.

RQ12-Workload. While most of the design solutions presented in the previous section
allow the human to better understand the engine and how it works, they may require more
attention from the human than a stripped-down user interface. For example, asking for
disambiguation from the human when OCE is uncertain about how to proceed (S10-1)
places an additional burden on the human. Although some ideas try to reduce this burden,
such as not requesting too much input from the human (S4-2), it seems that the workload
on the human would be quite heavy if OCE complied with all the guidelines. Therefore,
we still rate it -. It is important to note that any additional workload in OCE is optional
and dependent on the human’s skill level. Inexperienced users may choose to keep their
interactions simple, while more experienced users can take on additional workloads as they
become more familiar with the system.

RQ21-Information. Working with the guidelines enabled us to define several ways for
the human to fine-tune the feedback they give to the learning mechanism, such as explicit
feedback on components (S15-2), connections (S15-3), services (S15-4), or alternative ways
of dismissing undesired output (S8-2 and S8-3). With this additional information, the
engine would better learn the preferences of the human, produce better assemblies, and
ultimately provide a better user experience. Therefore, we rate it ++.
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Human-AI guidelines Design solutions
In

it
ia

lly
G1. Make clear what the
system can do. S1-1. Textual explanations. S1-2. Demonstrations.

G2. Make clear how well the
system can do what it can
do.

S2-1. Textual explanations. S2-2. Demonstrations on what to
do when the engine is wrong.

GA. Make clear how the sys-
tem works. SA-1. Textual explanations. SA-2. Demonstrations.

D
ur

in
g

in
te

ra
ct

io
n G3. Time services based on

context.

S3-1. New assembly at every change in the environment. S3-2.
Request input when the human is attentive (Kessler Faulkner &
Thomaz, 2021).

G4. Show contextually rele-
vant information.

S4-1. Display of the available components. S4-2. Automatically
detected human activity.

GB. Provide interpretable
output to the user.

SB-1. Propose alternative views for an assembly (Trouilhet et al.,
2021).

G5. Match relevant social
norms. Not relevant for OCE.

G6. Mitigate social biases. Not relevant for OCE.

W
he

n
w

ro
ng

G7. Support efficient invo-
cation.

S7-1. Ability to request a new assembly. S7-2. New assembly
with specifications. S7-3. Empty assembly editor.

G8. Support efficient dis-
missal.

S8-1. Ability to reject an assembly. S8-2. Ability to ignore an
assembly. S8-3. Ability to undo an assembly.

G9. Support efficient cor-
rection.

S9-1. Ability to modify an assembly. S9-2. Highlights to as-
sist correction. S9-3. An intuitive correction interface (Fails &
Olsen Jr, 2003).

G10. Scope services when in
doubt.

S10-1. Human choice between components. S10-2. Multiple
assemblies. S10-3. Notification of uncertainty.

G11. Make clear why the
system did what it did.

S11-1. Available agents’ knowledge. S11-2. Agent’s decision
explanation. S11-3. Collective decision explanation.

O
ve

r
ti

m
e

G12. Remember recent in-
teractions.

S12-1. Give more weight to the most recent interaction. S12-2.
Ability to redeploy the most recent assemblies.

G13. Learn from user be-
havior.

S13-1. Decisions based on past interactions. S13-2. Human
error rate (Akrour et al., 2014). S13-3. Complex interaction
data (Zheng et al., 2018).

G14. Update and adapt
cautiously.

S14-1. Reinforcement learning limits disruptive changes. S14-2.
Less disruptive exploration strategies (Zheng et al., 2018).

G15. Encourage granular
feedback.

S15-1. Assembly level feedback. S15-2. Component level feed-
back. S15-3. Connection level feedback. S15-4. Service level
feedback.

G16. Convey the conse-
quences of user actions.

S16-1. Textual notifications. S16-2. Pre-visualization of an ac-
tion’s consequences (Schnabel et al., 2020).

G17. Provide global con-
trols.

S17-1. Editable engine parameters. S17-2. Optionally editable
parameters (Carney et al., 2020). S17-3. Automatic parameter
tuning.

G18. Notify user about
changes. Not relevant for OCE.

Table 6: Synthesis of the proposed design solutions for each guideline for Human-AI inter-
action (Amershi et al., 2019). GA and GB were added for this analysis

RQ22-Assistance. Most of the guidelines tend to provide insights on how to better
manage the human and provide assistance to them. In this enhanced version of OCE, the
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Contribution RQ11 RQ12 RQ21 RQ22
OCE with guidelines + - ++ ++

Table 7: Summary of the levels of response to the different research questions for OCE after
it applies the guidelines for human-AI interaction (the scale ”-” to ”++” indicates
the level of response to a question)

human would be able to easily understand how the system works (SA-1 and SA-2), be
alerted when the engine is uncertain of its decisions (S10-3), and not be overloaded with
unnecessary information (S4-2). Therefore, we rate the level of response to this question
++.

Scientific questions. We used the HAX toolkit to prioritize the design solutions pre-
sented above based on their feasibility and scientific value. While certain design solutions
are solely engineering challenges that can be addressed and implemented, others pose sci-
entific questions. Two of these questions are of particular interest: considering uncertainty
(G10) and enhancing feedback granularity (G15).

The current OCE engine lacks the ability to estimate uncertainty. The incorporation
of uncertainty estimation can enhance the reliability and trustworthiness of the system’s
output to the human user. Addressing the challenge of integrating uncertainty into OCE
requires not only accurate modeling but also the development of effective mechanisms for
handling (S10-1 or S10-2) and communicating (S10-3) uncertainty to the user.

Managing feedback granularity can lead to a more complete interaction between humans
and the AI system. When the human can provide information at various levels of granular-
ity, here spanning from the assembly (S15-1) to the service (S15-4), the learning mechanism
receives more precise and detailed feedback on its performance, facilitating improved learn-
ing. Nevertheless, the integration of granular feedback is challenging and requires further
research.

6. Conclusion

In this paper, we have explored the Interactive Machine Learning (IML) literature to identify
potential solutions for the challenges faced by Ambient Intelligent (AmI) systems. We
have conducted a critical review of the literature, resulting in a set of design solutions to
improve human-AI interaction. Then we have considered their application in the case of
Opportunistic Composition, and formulated 42 design solutions. In this concluding section,
we discuss future directions and prospects for Opportunistic Composition, IML, and AmI
based on the findings of this study.

6.1 Prospects for Opportunistic Composition

The next phase of our work is the development of a new prototype for OCE that implements
the design solutions relative to the guidelines G10 and G15, which pose significant scientific
challenges, as discussed in Section 5.3. This prototype will be put through a series of tests
with human users to evaluate the impact of the design solutions on the user experience,
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learning process, and performance. The results from these tests should provide important
insights into the broader field of Interactive Machine Learning and Ambient Intelligence,
and inform future research in these areas.

One important aspect to consider in the design of OCE is the diversity of human users’
skills and knowledge. Some may have extensive technical expertise and be comfortable with
programming and software development, while others may have limited experience in these
areas. Therefore, it is essential to design OCE in a way that caters to the needs of all human
users and allows them to participate at their own level of proficiency. Taking into account
the diversity of users and their needs is an important scientific challenge in the development
of OCE.

6.2 Prospects for Interactive Machine Learning

Simard et al. (Simard et al., 2017) make a parallel between Interactive Machine Learning
and the general programming activity through their study on Interactive Machine Teaching
(Section 3.2.1). IML and programming share, for example, the production by a human
of an artifact (a learned model or a program) that meets the needs of one or more human
users. This comparison leads the authors to believe that, just as programming has benefited
from high-level tools and languages, like modern integrated development environments, IML
needs its own tools and abstractions to facilitate the work of humans. Although the field
of interactive machine learning and human-ML interaction is not yet mature, there are
patterns and guidelines that can assist in this interaction. Our work may identify and
contribute to these patterns.

6.3 Prospects for Ambient Intelligence

In light of the problems on Ambient Intelligence raised in Section 2.2, we looked to the guide-
lines for human-AI interaction (Amershi et al., 2019) as a framework to identify potential
solutions. To ensure a smooth interaction between the human and the ambient system,
we propose designing interaction modes that inform the human of the system’s state and
progress while taking into account their preferences. Providing customizable options and
parameters will give more control to the human, enabling them to adjust the system to
their liking.

Additionally, to dynamically adapt and evolve the intelligent behavior over time in
response to changes in the user’s goals and environment, the ambient system should learn
from the human’s actions and feedback. This allows the system to continually improve
and adjust its behavior, while also taking into account any changes in the user’s goals,
preferences, and environment.

Lastly, to ensure relevant output given the inherent unpredictability of the environ-
ment, the system should be designed to handle uncertainty and ambiguity. One potential
solution is employing algorithms that can reason under uncertainty and provide confidence
estimates for their predictions. The human should provide feedback, particularly on the
most uncertain answers, to enable the system to continually learn and improve.
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6.4 Final Words
Although there is no one-size-fits-all solution for Human-AI interaction, we think that the
findings from this study, particularly in the context of Ambient Intelligence, may be use-
ful to the IML community and beyond. The insights gained from the literature review
and analysis can inform the design of more effective human-AI interactions, as well as the
development of new IML tools and abstractions to facilitate the work of humans. Further-
more, the implementation and testing of an OCE prototype incorporating the identified
design solutions can provide empirical evidence of their effectiveness and further inform the
development of human-AI systems. Ultimately, the goal is to create socially responsible
(Cheng et al., 2021) intelligent systems that are not only capable of providing valuable
assistance to humans, but also capable of doing so in a way that is intuitive, seamless, and
tailored to the user’s individual needs and preferences. Achieving this goal will require con-
tinued collaboration and innovation across multiple fields, including AI, machine learning,
human-computer interaction, and psychology, among others.

Data Availability
In this work, our analysis is founded upon the sources referenced within the text, in con-
junction with the HAX toolkit, accessible at https://www.microsoft.com/en-us/haxtoolkit/.
The source code for OCE, developed prior to this work, can be accessed at :
https://gitlab.irit.fr/oppocompo/oppocompo/OCE.

Appendix A. Guidelines for Human-AI interaction
The following table presents the guidelines for Human-AI interaction by (Amershi et al.,
2019). GA and GB were added for our analysis in Section 5.2.
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Guidelines for Human-AI interaction

In
it

ia
lly

G1. Make clear what the system can do. Help the user understand what the AI
system is capable of doing.
G2. Make clear how well the system can do what it can do. Help the user
understand how often the AI system may make mistakes.
GA. Make clear how the system works. Help the user understand the inner
workings of the AI system.

D
ur

in
g

in
te

ra
ct

io
n G3. Time services based on context. Time when to act or interrupt based on the

user’s current task and environment.
G4. Show contextually relevant information. Display information relevant to
the user’s current task and environment.
GB. Provide interpretable output to the user. Help the user understand the AI
system’s productions.
G5. Match relevant social norms. Ensure the experience is delivered in a way
that users would expect, given their social and cultural context.
G6. Mitigate social biases. Ensure the AI system’s language and behaviors do not
reinforce undesirable and unfair stereotypes and biases.

W
he

n
w

ro
ng

G7. Support efficient invocation. Make it easy to invoke or request the AI system’s
services when needed.
G8. Support efficient dismissal. Make it easy to dismiss or ignore undesired AI
system services.
G9. Support efficient correction. Make it easy to edit, refine, or recover when the
AI system is wrong.
G10. Scope services when in doubt. Engage in disambiguation or gracefully
degrade the AI system’s services when uncertain about a user’s goals.
G11. Make clear why the system did what it did. Enable the user to access an
explanation of why the AI system behaved as it did.

O
ve

r
ti

m
e

G12. Remember recent interactions. Maintain short term memory and allow the
user to make efficient references to that memory.
G13. Learn from user behavior. Personalize the user’s experience by learning
from their actions over time.
G14. Update and adapt cautiously. Limit disruptive changes when updating and
adapting the AI system’s behaviors.
G15. Encourage granular feedback. Enable the user to provide feedback indicat-
ing their preferences during regular interaction with the AI system.
G16. Convey the consequences of user actions. Immediately update or convey
how user actions will impact future behaviors of the AI system.
G17. Provide global controls. Allow the user to globally customize what the AI
system monitors and how it behaves.
G18. Notify user about changes. Inform the user when the AI system adds or
updates its capabilities.
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