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Abstract

Recently, there are many efforts attempting to learn useful policies for continuous
control in visual reinforcement learning (RL). In this scenario, it is important to learn a
generalizable policy, as the testing environment may differ from the training environment,
e.g., there exist distractors during deployment. Many practical algorithms are proposed
to handle this problem. However, to the best of our knowledge, none of them provide a
theoretical understanding of what affects the generalization gap and why their proposed
methods work. In this paper, we bridge this issue by theoretically answering the key factors
that contribute to the generalization gap when the testing environment has distractors. Our
theories indicate that minimizing the representation distance between training and testing
environments, which aligns with human intuition, is the most critical for the benefit of
reducing the generalization gap. Our theoretical results are supported by the empirical
evidence in the DMControl Generalization Benchmark (DMC-GB).

1. Introduction

Visual reinforcement learning (RL) (Nair et al., 2018; Yarats et al., 2022) has aroused much
attention from the community due to its success in handling complex control tasks solely
from visual inputs. The advances in visual RL are promising for deploying RL algorithms
in real-world applications since many physical devices (e.g., robotics) receive image obser-
vations. The progress in visual RL also has the potential to expedite the emergence of the
large models in RL, or big decision models, since the visual inputs can be easily aligned with
pre-processing and we only need to align the action space, whereas in state-based tasks, we
need to handle the alignment of both state space and action space.
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As a small step towards this goal, it is critical for the policies learned by the visual RL
algorithms to be able to generalize to unseen scenarios, like human beings. Unfortunately,
it is a challenging problem at the current stage as the difference between the clean training
environment and the unseen environments is not predictable. For example, we train an
RL agent in simulated environments from image observations, while need to deploy it in
real-world tasks, where the evaluated scene may quite differ from the trained ones (e.g., it
may rain). Meanwhile, the image observations are complex and fragile to be attacked, e.g.,
noises may be included in the testing environment.

Existing methods remedy the mismatch between the training and testing environment
by leveraging data augmentation (Yarats et al., 2021, 2022; Hansen & Wang, 2020; Raileanu
et al., 2021; Hansen et al., 2021b), self-supervision methods (Agarwal et al., 2021; Zhang
et al., 2021; Hansen et al., 2021a) or pre-trained image encoders (Yuan et al., 2022; Ze
et al., 2022; Dittadi et al., 2021), etc. Despite their success in achieving good performance
during generalization, to the best of our knowledge, none of them actively explain why their
methods work in practice from a theoretical perspective. In this paper, we aim at bridging
this gap by theoretically analyzing what affects the generalization gap. We believe the
theoretical understanding of how to reduce the generalization gap is important for guiding
the design of good and generalizable algorithms in the future, instead of blindly adding new
modules to pray for a ‘lucky’ trial.

We focus on the very specific generalization setting: the algorithm is trained in a clean
environment with visual input, while deployed in an unseen testing environment with dis-
tractors. We note here that the distractor indicates that the observations in testing envi-
ronment contain some diversions that may affect the performance of the agent, e.g., the
color of the controlled agent or the background of the agent changes (the controlled agent
remains unchanged). We also allow a slight difference of dynamics between training and
testing environments. Nevertheless, it is very challenging to directly analyze the general-
ization gap between the training environment and the testing environment, since the policy
keeps evolving during the training process.

To tackle this challenge, we resort to reparameterization trick to decouple the ran-
domness in the environment from the evolving policy, the transition dynamics, and the
initial state distribution. As a consequence, we present the reparameterizable visual RL
framework. Under some mild assumptions, we establish concrete theoretical bounds on the
generalization gap when deploying the visual policies in testing environments with distrac-
tors. Our results suggest that the most crucial factor that influences the test performance
is the representation deviation before and after adding the distractor. Note that we focus
on on-policy RL (where the episodes are sampled using the current policy during training)
instead of off-policy RL, since the data-collecting policy keeps evolving in the context of
visual RL.

We also examine the rationality of the assumptions we made, and the theoretical con-
clusions we achieved by conducting experiments of different algorithms in DMControl Gen-
eralization Benchmark (DMC-GB) (Hansen & Wang, 2020). In this benchmark, the testing
environments involve distractions like color changing or background changing of the con-
trolled agent (no extra object/hindrance are included). It turns out that the empirical
evidence is consistent with the theoretical insights.
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2. Related Work

Visual reinforcement learning. The success of learning visual representation in com-
puter vision (Vincent et al., 2008; Doersch et al., 2015; Kolesnikov et al., 2019b; Cole et al.,
2021; Kolesnikov et al., 2019a) has inspired the development of image-based RL. Many
methods (Hafner et al., 2018; Majumdar et al., 2023; Lee et al., 2019a; Srinivas et al., 2020;
Schwarzer et al., 2020) have shown the benefits of auto-encoders (Finn et al., 2015; Tschan-
nen et al., 2018) to visual RL. The potential advantages of auxiliary tasks or objectives
(Jaderberg et al., 2017; Stooke et al., 2020; Lin et al., 2019; Kulhánek et al., 2019) and
data augmentations (Yarats et al., 2022, 2021; Laskin et al., 2020) are also widely explored.
There are also some advances on explicit representation in visual RL like object-centric RL
that aim at increasing the interpretability of decision-making (Wu et al., 2023; Delfosse
et al., 2023, 2024; Luo et al., 2024; Zheng et al., 2022).

Generalization in visual RL. Generalization is a central challenge in RL (Cobbe et al.,
2018; Packer et al., 2018), which is strongly correlated with overfitting issue (Cobbe et al.,
2018; Zhang et al., 2018, 2018; Song et al., 2020) (it is customary that one uses the same
environment for both training and testing). In visual RL, it is vital for the policy learned
from pixels to be able to generalize to unseen scenarios due to the variability of image
observations in many real-world tasks. Domain randomization (Chebotar et al., 2018; Peng
et al., 2017; Pinto et al., 2017; Dai et al., 2019; Polvara et al., 2020; Slaoui et al., 2019; Yue
et al., 2019) and data augmentation (Hansen et al., 2021b; Hansen & Wang, 2020; Raileanu
et al., 2021; Fan et al., 2021; Lee et al., 2019b; Mitrano & Berenson, 2022; Huang et al.,
2022; Maksymets et al., 2021) have been proven to be effective in terms of generalizing
to visually different scenes. Furthermore, utilizing self-supervision methods for improving
generalization gains much interest (Agarwal et al., 2021; Zhang et al., 2021; Hansen &
Wang, 2020; Hansen et al., 2021a; Sun et al., 2019; Wang et al., 2021). Some researchers
attempt to improve the generalization capability of RL agent via symbolic rules or structures
(Zambaldi et al., 2018; Jiang & Luo, 2019; Cao et al., 2022) There are also many other
interesting perspectives that encourage generalization of visual policies. Notably, Yuan et al.
(2022) leverage pre-trained image encoder for universal representations in the training and
testing environments; Hansen et al. (2021b) uncover the pitfalls of data augmentation in
deep Q-learning, and mitigate them by enforcing regularization between the augmented
and unaugmented data; Bertoin et al. (2022) mask the input image pixel-by-pixel based
on the calculated attribution to extract and highlight the important regions (similar to
noise handling methods like (Grooten et al., 2023)), and regularize the value function to
ensure the consistency between the Q-values of input and masked images. Li et al. (2023)
find that the generalization performance of the agent can be improved with some proper
normalization techniques.

In spite of the huge success of the aforementioned methods in generalizing to previously
unseen testing environments, as far as we can tell, none of them provide explanations of
why their method improves generalization performance from a theoretical perspective. In
this paper, we bridge this gap via providing theoretical bounds on the generalization gap in
visual RL. Prior theoretical results of generalization in RL mainly lie in bandits (Agarwal
et al., 2014; Slivkins, 2011; Jaksch et al., 2008; Li et al., 2022; Agrawal & Goyal, 2012),
and most of them analyze the regret, i.e., the deviation between the expected value and
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the optimal return. However, studies on the generalization gap in general RL settings are
few. Le Lan et al. (2022) theoretically characterize how and when the state representation
generalizes based on the notion of effective dimension. Bertrán et al. (2020) treat the
dynamics of the training level as instances and analyze the generalization bound of the
value gap between the training and testing environments based on the training instances.
The most relevant to our work is (Wang et al., 2019), which unpacks the generalization
error of on-policy RL under reparameterization. However, their results do not apply to the
existence of an encoder in the agent and distractors during testing. Our results also clearly
anatomize how to reduce the generalization gap in visual RL.

Reparameterization in RL. The reparameterization trick has been widely adopted in
deep neural networks, for the benefit of optimization efficiency (Kingma et al., 2015; Jang
et al., 2017; Maddison et al., 2016; Salimans & Kingma, 2016; Mostafa & Wang, 2019;
Kingma & Welling, 2013). A distribution can be reparameterized (Kingma & Welling,
2013) if (1) it has a tractable inverse CDF (cumulative distribution function); (2) it is a
composition of reparameterizable distributions (e.g., Gaussian distribution); (3) we combine
partial reparameterization with score function estimators (Ruiz et al., 2016; Bauer & Mnih,
2021). In the context of RL, reparameterization trick is also very popular. For example,
PGPE (Sehnke et al., 2008) and SAC-style maximum entropy RL algorithms (Haarnoja
et al., 2018a, 2018b) perform policy reparameterization; EPG (Ciosek & Whiteson, 2020)
reparameterizes both the policy and the critic; SVG (Heess et al., 2015), instead, reparame-
terizes the policy and the environmental transition probability. Other interesting attempts
include reparameterizing the action space (Wei et al., 2018; Bahl et al., 2020; Yang et al.,
2022), the weight vectors in the neural network (Salimans & Kingma, 2016), a distribution
over sample space via the learned quantile function (Dabney et al., 2018), etc. In this work,
we leverage the reparameterization trick for quantifying the generalization gap in visual RL.
Despite that some prior work (Heess et al., 2015; Wang et al., 2019) explore the reparame-
terization trick in RL, as far as we can tell, we are the first that apply the reparameterization
trick on the transition function in the context of visual RL (where distractors exist in the
testing environment) to facilitate theoretical derivations of generalization bounds.

3. Preliminaries

Reinforcement Learning. Reinforcement learning (RL) deals with sequential decision-
making problems, and it can be specified by a Markov Decision Process (MDP) M =
{S,A, r, p, p0, γ}. S and A are state space and action space, respectively, p(s, a, s′) : S×A×
S 7→ [0, 1] is the transition probability from s to s′ after taking action a, p0(s) : S 7→ [0, 1]
is the initial state distribution, r(s, a) : S × A 7→ R is the scalar reward function, and
γ ∈ [0, 1) is the discount factor. The policy πθ(s) parameterized by θ is a mapping from
state space to action space. We denote the policy class as Π, then we have πθ(s) ∈ Π. The
goal of reinforcement learning is to find a policy that can maximize the expected long-term
discounted return J(θ) = Eπ[

∑∞
t=0 γ

tr(st, at)].

Since in practice, it is usually infeasible for infinite interactions, we consider episodic
MDPs with a finite horizon in this work. We denote the length of the episode (i.e., the
horizon) as T+1 and the corresponding trajectory as τ , i.e., τ = {s0, s1, . . . , sT }. Denote the
joint distribution of the trajectories in an episode τ = {s0, . . . , sT } as Dπ,p,p0 , which is jointly
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determined by the transition probability p, initial state distribution p0, and the learned
policy π. For simplicity, we assume both p and p0 are fixed. Then, Dπ,p,p0 degenerates into

Dπ. Under finite horizon, our goal is maxπ∈Π Eτ∼Dπ [J(τ ; θ)] = Eτ∼Dπ [
∑T

t=0 γ
tr(st, π(st))].

Generalization Gap. Generalization is a crucial problem and has been widely studied
in the context of supervised learning (Motiian et al., 2017; Li et al., 2018; Zhou et al., 2021;
Shalev-Shwartz & Ben-David, 2014). In supervised learning, we usually have access to a
dataset D containing i.i.d. (independent and identically distributed) samples {(xi, yi)}ni=1.
The generalization gap in this scenario is ∥E[l(k, x, y)]− 1

n

∑n
i=1 l(k, xi, yi)∥22, where k is the

learned prediction function, l is the user-defined loss function. The generalization gap here
measures the deviation between the expected loss and the empirical average loss. Following
a similar formulation, the generalization gap in reinforcement learning can be defined as:
∥Eτ∼D′

π̂
[J(τ)] − 1

n

∑n
i=1 J(τi)∥22, where D′

π̂ is the state sequence distribution in the testing

environment, π̂ = argmaxπ∈Π,τi∈Dπ
1
n

∑n
i=1 J(τi), n is the number of training episodes. It is

difficult to quantify the generalization gap in RL due to the fact that the underlying sample
distribution in the training environment Dπ changes as the policy evolves, whereas the
sample distribution in the supervised learning is kept fixed. Meanwhile, D′

π̂ may differ from
the sample distribution in the training environment since there may exist a distribution shift
of the transition dynamics and initial state distribution between the training and testing
environments.

Visual RL Setting. In this paper, we consider visual RL where the agent receives
image observations and executes actions based on them. It is generally formulated by a
Partial Observable Markov Decision Process (POMDP) M = {S,O,A, r, p, p0, γ}, where O
is the observation space. We assume direct access to S, while our analysis also applies when
involving O. This is valid since under the setting we consider, generalizing to environments
with distractors, O = S. We denote the visual input at timestep t as st, which can be high-
dimensional. In visual RL, it is a common practice that we adopt an encoder ϕ(·) : S 7→ Φ
for extracting knowledge from complex image inputs, Φ is the representation space. The
underlying RL algorithm accepts the representations outputted by the encoder and opti-
mizes itself accordingly. The reward function gives r(s, π(ϕ(s))) and the policy is π(ϕ(s)).
Therefore, the randomness in the policy is deeply influenced by the encoder. During testing,
we assume there exists the distractor f(·) ∈ F that transforms the vanilla image observa-
tion into a new image, where F is the function class that contains all possible distractors
during deployment. We name f(·) as the transpose function (or distraction function), which
can take an arbitrary form and can even have no explicit expression. However, we do not
allow it to modify the physical structure of the target agent, i.e., the color, camera pose,
or background of the agent can be changed. After adding the distractor, the state space
is augmented, and we assume that the reward function and the policy are well-defined in
this augmented state space. This can also be formulated as the following setting: we have
N MDPs, {M1,M2, . . . ,MN} that share the same structure, while we only have access
to M1 during training and aim at learning a policy that can achieve good performance
in other MDPs in a zero-shot manner. Without loss of generality, we present the detailed
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objective function in the testing and training environment below,

Testing environment objective : Eτ∼D′
π̂
[J(

representation︷ ︸︸ ︷
ϕ( f(τ)︸︷︷︸

transposed trajectory

))],

Training environment objective : Eτ∼Dπ [J(

representation︷︸︸︷
ϕ(τ) )].

Regardless of whether there exist distractors during deployment, the reward is decided
by the action at state s, hence the objective function in the testing environment can be
expressed as

Eτ∼D′
π̂
[J(ϕ(f(τ)))] = Eτ∼D′

π̂

[
T∑
t=0

γtr(st, π(ϕ(f(st))))

]
, (1)

and similarly, we have the objective function in the training environment,

Eτ∼Dπ̂
[J(ϕ(τ))] = Eτ∼Dπ̂

[
T∑
t=0

γtr(st, π(ϕ(st)))

]
. (2)

Throughout this paper, we denote ∥ · ∥ as the L2-norm.

4. Reparameterizable Visual RL

As we discuss in Section 3, it is hard to quantify the generalization gap in RL since the policy
can evolve and different trajectories can be gathered in Dπ, resulting in a changing sample
distribution Dπ. It incurs challenges when we directly apply the theoretical results
from supervised learning because the theoretical results from supervised learning require
a fixed sample distribution (the loss function can change) while in RL, the reward function
is fixed but the sample distribution is not. It then necessities to decouple the randomness
of the policy from the expected return. We resort to the reparameterization tool to address
this issue. The goal of reparameterization is to find a way to recast a statistical expression in
a different way while preserving its meaning. By reparameterizing the transition dynamics,
we can represent the randomness of the sample distribution with a random variable. We
show in Figure 1 the comparison of how state transfers before and after reparameterization.
We assume that both the transition dynamics and the state initialization process can be
reparameterized, then by using the reparameterization trick (Jang et al., 2017; Kingma
et al., 2015; Figurnov et al., 2018; Xu et al., 2018), we can rewrite the objective function
in the training environment as follows:

Eτ∼Dπ [J(ϕ(τ))] = Eξ∼q(ξ) [J(ϕ(τ(g(ξ;πθ))))] , (3)

where g is a deterministic function of parameter θ, q(ξ) is the distribution of the random
variable ξ. Since we do not care much about the form of g, we absorb g into τ (as SVG (Heess
et al., 2015) does), yielding τ(ξ;πθ). This is valid because g shares the parameter with the
policy, and the underlying meaning of st does not change by doing so. Observing Equation
3, we find that now the objective function no longer depends on the sample distribution
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Dπ and the policy π. That is, we isolate the randomness of the policy π from the expected
return, and the policy π can now only affect the reward signal r(st, π(ϕ(st))) through the
representation ϕ(st). Note that the state is transitioned with the reparametrized transition
dynamics T (if the state is transitioned with the original dynamics function, then the
resulting distribution Dπ still relies on the policy). The introduced random variable ξ can
be sampled before the start of the episode and the distribution q(ξ) does not evolve. Then,
we could leverage the conventional generalization theory to derive the generalization gap.

It is interesting to note here that if we assume the states in the MDP are discrete
and p0(s), p(s, a) are multinomial distributions, then we can reparameterize it with Gumbel
distribution (Gumbel, 1954), which are extensively adopted and studied in (Jang et al., 2017;
Maddison et al., 2016; Potapczynski et al., 2019; Huijben et al., 2021; Lorberbom et al.,
2021; Joo et al., 2020). Denote G|S| as the |S|-dimensional standard Gumbel distribution,
then Gumbel random variable ξ0, ξ1, . . . , ξT can be sampled from G|S| (i.e., ξi ∼ exp(−ξ −
exp(−ξ))), and the sampling procedure in the MDP can be acquired by utilizing the Gumbel-
max trick (Huijben et al., 2021; Wang et al., 2019; Jang et al., 2017; Oberst & Sontag, 2019):

st+1 = argmax(ξt + log p(st, π(st))), t = 0, 1, . . . , T. (4)

There is also an interesting connection between argmax operator and Gumbel-softmax as
illustrated in (Jang et al., 2017; Maddison et al., 2016; Gumbel, 1954), if some relaxations
are adopted for the state space (e.g., one-hot).

Algorithm 1 Reparameterizable Visual RL

1: Sample ξ0, ξ1, . . . , ξT
2: Get s0 = I(ξ0)
3: Initialize R = 0
4: Set encoder ϕ(·), policy π(·)
5: for t = 0 to T do
6: R = R+ γtr(st, π(ϕ(st)))
7: st+1 = T (st, π(ϕ(st)), ξt)
8: end for

We denote T (s, π(s)) = p(s, π(s), s′) as the state transition probability of the system,
and I : Ξ 7→ S is the initialization function, where Ξ is the space of the random variable
ξs. We then formally present the pseudo code of reparameterizable visual RL in Algo-
rithm 1, where we reparameterize the transition dynamics of the system to fulfill Equation
3. Notably, we do not require the dimension of ξs to be the same as state s in Algo-
rithm 1, and the random variables ξ0, ξ1, . . . , ξT can be sampled from different distributions.
The initialization function takes ξ0 as input to produce s0, and the transition probability
T (st, π(ϕ(st)), ξt) takes the current state st, the action induced by the policy π(ϕ(st)), and
ξt to produce next state st+1, ∀ t.

Note that the random variables ξ0, ξ1, . . . , ξT can be drawn from some distributions be-
fore the episode starts, hence isolating the randomness of the policy. The above formulation
also applies when the policy evolves during training, since the trajectory can be decided
deterministically by executing reparameterized transition function T (st, π(ϕ(st)), ξt) repeat-
edly. Intuitively, the randomness from the encoder is also decoupled, and its influence can
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Figure 1: Comparison of state transition before (left) and after (right) reparameterization.

be included in that of the policy. Importantly, we do not require the encoder parameters
to be fixed across the budget of n episodes.

5. Theoretical Analysis on the Generalization Error

In this section, we formally present our theoretical results on the generalization gap in
visual RL, with the aid of the reparameterization tool. First, we impose some Lipschitz
assumptions on the transition probability, the policy, and the reward function, which are
fundamental for the following analysis. Most of these assumptions are reasonable and can
be satisfied in practice. We discuss the rationality of these assumptions in Section 6.1.

Assumption 1. The transition dynamics T (s, a, ξ) : S × A × Ξ 7→ S is Lt1-Lipschitz in
terms of state s and Lt2-Lipschitz in terms of action a, i.e., ∀s, s′, a, a′, ξ,

∥T (s, a, ξ)− T (s′, a, ξ)∥ ≤ Lt1∥s− s′∥,
∥T (s, a, ξ)− T (s, a′, ξ)∥ ≤ Lt2∥a− a′∥.

Assumption 2. The policy π(ϕ; θ) is Lπ1-Lipschitz in terms of the variable ϕ and Lπ2-
Lipschitz in terms of the parameter θ, i.e., ∀ϕ, ϕ′, θ, θ′,

∥π(ϕ; θ)− π(ϕ′; θ)∥ ≤ Lπ1∥ϕ− ϕ′∥
∥π(ϕ; θ)− π(ϕ; θ′)∥ ≤ Lπ2∥θ − θ′∥.

Assumption 3. The reward function r(s, a) is bounded, i.e., ∀s, a, |r(s, a)| ≤ rmax, and is
Lr1-Lipschitz in terms of state s, Lr2-Lipschitz in terms of action a, i.e., ∀s, s′ and ∀ a, a′,

|r(s, a)− r(s′, a)| ≤ Lr1∥s− s′∥,
|r(s, a)− r(s, a′)| ≤ Lr2∥a− a′∥

Based on these assumptions, we first can derive how the output of the policy changes
using different inputs and parameters.

8



Understanding the Generalization Gap in Visual RL

Lemma 1 (Policy deviation). Assume that Assumption 2 hold, denote ϕ(·) as the encoder.
Then under the transition T (s, a, ξ), at step t ∈ {0, 1, . . . , T} in an episode of length T +1,
we have

∥π(ϕ(s′t); θ′)− π(ϕ(st); θ)∥ ≤ Lπ1∥ϕ(s′t)− ϕ(st)∥+ Lπ2∥θ′ − θ∥, ∀st, s′t ∈ S,∀θ, θ′. (5)

Proof. This lemma is a direct product of Assumption 2.

∥π(ϕ(s′t); θ′)− π(ϕ(st); θ)∥
= ∥π(ϕ(s′t); θ′)− π(ϕ(s′t); θ) + π(ϕ(s′t); θ)− π(ϕ(st); θ)∥
≤ ∥π(ϕ(s′t); θ′)− π(ϕ(s′t); θ)∥+ ∥π(ϕ(s′t); θ)− π(ϕ(st); θ)∥
≤ Lπ1∥ϕ(s′t)− ϕ(st)∥+ Lπ2∥θ − θ′∥.

Note that the triangle inequality is used in this proof, and it is also widely used for the
following proofs. Furthermore, we can derive the relationship between the deviations of two
states at timestep t and timestep t− 1 as depicted in the following lemma.

Lemma 2 (State deviation). Assume that Assumption 1 and 2 hold, denote ϕ(·) as the
encoder, then under the transition T (s, a, ξ) and the policy π(·; θ), at step t in an episode
of length T + 1, we have ∀st, s′t ∈ S, t ∈ {1, . . . , T},

∥st − s′t∥ ≤ Lt1∥s′t−1 − st−1∥+ Lt2Lπ1∥ϕ(s′t−1)− ϕ(st−1)∥. (6)

Proof. This lemma is also quite straightforward. By using the reparameterized visual RL
framework, we have

∥st − s′t∥ = ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

= ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(st−1); θ), ξt−1)

+ T (s′t−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

≤ ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(st−1); θ), ξt−1)∥
+ ∥T (s′t−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s

′
t−1); θ), ξt−1)∥

≤ Lt1∥st−1 − s′t−1∥+ Lt2∥π(ϕ(st−1); θ)− π(ϕ(s′t−1); θ)∥
≤ Lt1∥st−1 − s′t−1∥+ Lt2Lπ1∥ϕ(st−1)− ϕ(s′t−1)∥,

where we use the Lemma 1 by setting θ = θ′.

Similarly, we can derive how reward function changes with different input states. The
resulting lemma can be found below.

Lemma 3 (Reward deviation). Assume that Assumption 2, 3 hold, denote ϕ(·) as the
encoder, then under the transition T (s, a, ξ) and the policy π(·; θ), at step t in an episode
of length T + 1, we have ∀st, s′t ∈ S,

|r(st, π(ϕ(st)))− r(s′t, π(ϕ(s
′
t)))| ≤ Lr1∥st − s′t∥+ Lr2Lπ1∥ϕ(s′t)− ϕ(st)∥. (7)
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Proof. It is easy to find that,

|r(st, π(ϕ(st)))− r(s′t, π(ϕ(s
′
t)))|

= |r(st, π(ϕ(st)))− r(s′t, π(ϕ(st))) + r(s′t, π(ϕ(st)))− r(s′t, π(ϕ(s
′
t)))|

≤ |r(st, π(ϕ(st)))− r(s′t, π(ϕ(st)))|+ |r(s′t, π(ϕ(st)))− r(s′t, π(ϕ(s
′
t)))|

≤ Lr1∥st − s′t∥+ Lr2∥π(ϕ(st))− π(ϕ(s′t))∥
≤ Lr1∥st − s′t∥+ Lr2Lπ1∥ϕ(st)− ϕ(s′t)∥,

where we also use the Lemma 1 by setting θ = θ′.

Lemma 1, 2 and 3 indicate that representation matters in reparameterized visual RL,
as state deviation, policy deviation, and reward deviation are all highly correlated with
the representation deviation. For example, if st is close to s′t, their representation distance
also ought to be small such that the agent executes similar actions upon them. These
lemmas pave the way for Theorem 1, where we show that given a (fixed) policy π, and
the trajectories τ(ξ), the performance difference between adding the distractor (i.e., the
transpose function) or without the distractor is determined by the difference between the
transposed state f(st) and the original state st,∀ t ∈ [0, T ].

Theorem 1 (Fixed policy shift error). Assume that Assumption 1, 2, 3 hold and the encoder
ϕ(·) is Lϕ-Lipschitz, i.e., ∀s, s′, ∥ϕ(s)− ϕ(s′)∥ ≤ Lϕ∥s− s′∥, then we have

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− st∥] .

(8)

Proof. Since the transition dynamics, initialization function, and policy are kept unchanged,
we have

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥

=

∥∥∥∥∫
ξ
[J(ϕ(f(τ(ξ;π, T , I))))]dξ −

∫
ξ
[J(ϕ(τ(ξ;π, T , I)))]dξ

∥∥∥∥
≤
∫
ξ
∥[J(ϕ(f(τ(ξ;π, T , I))))]− [J(ϕ(τ(ξ;π, T , I)))]∥ dξ.

10
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Note that the only difference between the two trajectories lies in whether it involves the
transpose function. Therefore, we have

∥[J(ϕ(f(τ(ξ;π, T , I))))]− [J(ϕ(τ(ξ;π, T , I)))]∥

=

∥∥∥∥∥
T∑
t=0

γtr(st, π(ϕ(f(st))))−
T∑
t=0

γtr(st, π(ϕ(st)))

∥∥∥∥∥
≤

T∑
t=0

γt ∥r(st, π(ϕ(f(st))))− r(st, π(ϕ(st)))∥

≤
T∑
t=0

γtLr2∥π(ϕ(f(st)))− π(ϕ(st))∥

≤
T∑
t=0

γtLr2Lπ1∥ϕ(f(st))− ϕ(st)∥

≤ Lr2Lπ1Lϕ

T∑
t=0

γt∥f(st)− st∥.

Then, it is natural to derive that

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥

≤
∫
ξ
∥[J(ϕ(f(τ(ξ;π, T , I))))]− [J(ϕ(τ(ξ;π, T , I)))]∥ dξ

≤ Lr2Lπ1Lϕ

∫
ξ

T∑
t=0

γt∥f(st)− st∥dξ = Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− st∥] .

Furthermore, if the transpose function f(s) represents a linear noise distractor, the above
bound can be simplified, as illustrated in the following corollary. Note that it is common that
the noise is involved in a linear way upon the visual observations in real-world applications
(Stone et al., 2021).

Corollary 1. If the transpose function satisfies f(st) = st + ϵt where ϵt is time-dependent
bounded transpose term, i.e., ∀t, ∥ϵt∥ ≤ η < ∞, then based on the assumptions in Theorem
1, we have:

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤ Lr2Lπ1Lϕη
1− γT+1

1− γ
. (9)

Proof. The proof is quite straightforward. With the conclusion in Theorem 1, we have

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− st∥] .

11
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Then by using that f(st) = st + ϵt, and ∥ϵt∥ ≤ η,∀t, we have

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− st∥]

= Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥ϵt∥]

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [η]

= Lr2Lπ1Lϕη
1− γT+1

1− γ
.

This concludes the proof.

The above corollary requires that the noises are linear, which might be restrictive in
practice. We then loose this requirement and even allow that the transpose function does not
necessarily to be deterministic. Instead, the transposed state is sampled from an unknown
distribution. We do not make any assumption on this distribution. For the benefit of
theoretical derivation, we assume that the average effect of the distraction (i.e., transpose
function f) is bounded, and the variance of f(s) gives σ2. Then, we can still derive a similar
bound as Corollary 1 and show that the policy performance shift after adding f(·) can be
large even on the identical trajectory.

Corollary 2. If the transpose function f(st) is sampled from a distribution and satisfies
∥E[f(st)]− st∥ ≤ η < ∞, i.e., the average effect of the distraction is bounded, and suppose
that the variance of f(s) is σ2 which is fixed, then based on the assumptions in Theorem 1,
we have with probability at least 1− δ:

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤ Lr2Lπ1Lϕ
1− γT+1

1− γ

(
η +

√
σ2

δ

)
.

(10)

Proof. Based on the conclusion in Theorem 1, we have

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− st∥]

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [∥f(st)− E[f(st)]∥+ ∥E[f(st)]− st∥]

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [η + ∥f(st)− E[f(st)]∥] .

12
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Then by Chebyshev’s inequality, we have with probability at least 1−δ, ∥f(st)−E[f(st)]∥ ≤√
σ2

δ . It is then easy to find that,

∥Eξ[J(ϕ(f(τ(ξ;π, T , I))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ [η + ∥f(st)− E[f(st)]∥]

≤ Lr2Lπ1Lϕ

T∑
t=0

γtEξ

[
η +

√
σ2

δ

]

≤ Lr2Lπ1Lϕ
1− γT+1

1− γ

(
η +

√
σ2

δ

)
.

This concludes the proof.

Theorem 1 demonstrate that given a fixed policy, the return deviation before and after
adding the distractor in the trajectory is determined by the deviation between the state
and the transposed state. Corollary 1 and Corollary 2 indicate that the policy performance
shift after involving the transpose function f(·) can be large (e.g., η is large) and the error
accumulates with larger T , i.e., the upper bound becomes larger if T increases. In practice,
the testing environment may differ from the training environment, e.g., the initial state
distribution, the transition probability. We allow a slight mismatch between the training
and testing environments, as shown below.

Assumption 4. The transition T , initialization function I in the training environment and
T ′, I ′ in the testing environment satisfy: ∀s, a, ξ, ∥(T − T ′)(s, a, ξ)∥ ≤ ζ, ∥(I − I ′)(ξ)∥ ≤ ϵ.

We then investigate the theoretical bound when involving the above assumption. It
is challenging because the transition dynamics and the initialization function between the
training and testing environments can be different. We need to derive how state under the
initialization I and state under I ′ deviates each other at timestep t because It is necessary
to get the bound for returns. We show the corresponding lemma below.

Lemma 4. Assume that Assumptions 1, 2, 3 hold, the encoder ϕ(·) is Lϕ-Lipschitz, the
initialization function I ′ in the testing environment satisfies ∀ξ, ∥(I − I ′)(ξ)∥ ≤ ϵ, and
the transition dynamics is the same for the training and testing environments. We further
assume that the testing environment has no distractors, then under policy π(·; θ), we have

∥st − s′t∥ ≤ (Lt1 + Lt2Lπ1Lϕ)
tϵ := νtϵ, ∀st, s′t. (11)

13
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Proof. With the framework of reparameterized visual RL, we have

∥st − s′t∥ = ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

≤ ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (st−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

+ ∥T (st−1, π(ϕ(s
′
t−1); θ), ξt−1)− T (s′t−1, π(ϕ(s

′
t−1); θ), ξt−1)∥

≤ Lt1∥st−1 − s′t−1∥+ Lt2∥π(ϕ(st−1); θ)− π(ϕ(s′t−1); θ)∥
≤ Lt1∥st−1 − s′t−1∥+ Lt2Lπ1∥ϕ(st−1)− ϕ(s′t−1)∥
≤ Lt1∥st−1 − s′t−1∥+ Lt2Lπ1Lϕ∥st−1 − s′t−1∥
= (Lt1 + Lt2Lπ1Lϕ)∥st−1 − s′t−1∥.

By denoting ν = Lt1 + Lt2Lπ1Lϕ, and doing iteration, we have

∥st − s′t∥ ≤ νt∥s0 − s′0∥ = νtϵ,

where the last equality is due to the fact that ∥s0 − s′0∥ = ∥(I − I ′)(ξ)∥ ≤ ϵ.

We also need the relationship between st under training environment dynamics T and
s′t testing environment dynamics T ′. The resulting bound is shown below.

Lemma 5. Assume that Assumptions 1, 2, 3 hold, the encoder ϕ(·) is Lϕ-Lipschitz, the
transition dynamics T ′ in the testing environment satisfies ∀s, a, ξ, ∥(T − T ′)(ξ)∥ ≤ ζ, and
the initialization function is the same for the training and testing environments. We further
assume that the testing environment has no distractors. Suppose s comes from the training
environment, and s′ from the testing environment, then under policy π(·; θ), we have

∥st − s′t∥ ≤ ζ
1− νt

1− ν
, (12)

where ν = Lt1 + Lt2Lπ1Lϕ.

Proof. Since st is from the training environment, and s′t is from the testing environment, it
is easy to find that

∥st − s′t∥ = ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T ′(s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

≤ ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥

∥T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)− T ′(s′t−1, π(ϕ(s

′
t−1); θ), ξt−1)∥

≤ ζ + ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥.

By following the same procedure in the proof of Lemma 4, we have

∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ), ξt−1)∥ ≤ ν∥st−1 − s′t−1∥.

Combining these results, we have

∥st − s′t∥ ≤ ζ + ν∥st−1 − s′t−1∥.

By recursion, we have

∥st − s′t∥ ≤ ζ(1 + ν + . . .+ νt−1) + νt∥s0 − s′0∥ = ζ
1− νt

1− ν
.

The last equality is due to the fact that the initialization function is identical for the training
and testing environments, and hence s0 = s′0.

14
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Now, we are ready to bound the returns in the training environment (without distractor)
and testing environment (with distractors). The theorem below tells us that the perfor-
mance difference in the training and testing environments are jointly influenced by (1) the
initialization difference ϵ, (2) transition dynamics difference ζ, and (3) the representation
difference ϱ.

Theorem 2. Assume that Assumptions 1, 2, 3, 4 hold. We further assume that (1) the
encoder ϕ(·) is Lϕ-Lipschitz, i.e., ∀s, s′, ∥ϕ(s) − ϕ(s′)∥ ≤ Lϕ∥s − s′∥, and (2) ∥ϕ(f(s)) −
ϕ(s)∥ ≤ ϱ, ∀ s. f(·) is the transpose function in the testing environment. Denote ν =
Lt1 + Lt2Lπ1Lϕ, λ = Lr1 + Lr2Lπ1Lϕ, then we have,

∥Eξ[J(ϕ(f(τ(ξ;π, T ′, I ′))))]︸ ︷︷ ︸
performance in the testing env

− Eξ[J(ϕ(τ(ξ;π, T , I)))]︸ ︷︷ ︸
performance in the training env

∥

≤ λζ

T∑
t=0

γt
νt − 1

ν − 1
+ λϵ

T∑
t=0

γtνt +
Lr2Lπ1ϱ

1− γ
(1− γT+1).

Proof. We decompose the performance difference in the training and testing environments
as follows:

∥Eξ[J(ϕ(f(τ(ξ;π, T ′, I ′))))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥
≤ ∥Eξ[J(ϕ(f(τ(ξ;π, T ′, I ′))))]− Eξ[J(ϕ(τ(ξ;π, T ′, I ′)))]∥︸ ︷︷ ︸

(I)

+ ∥Eξ[J(ϕ(τ(ξ;π, T ′, I ′)))]− Eξ[J(ϕ(τ(ξ;π, T ′, I)))]∥︸ ︷︷ ︸
(II)

+ ∥Eξ[J(ϕ(τ(ξ;π, T ′, I)))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥︸ ︷︷ ︸
(III)

.

We then bound each term separately. For term (I), we have

(I) = ∥Eξ[J(ϕ(f(τ(ξ;π, T ′, I ′))))]− Eξ[J(ϕ(τ(ξ;π, T ′, I ′)))]∥

≤
∫
ξ

∥∥∥∥∥
T∑
t=0

γt (r(st, π(ϕ(f(st))))− r(st, π(ϕ(st))))

∥∥∥∥∥ dξ
≤
∫
ξ

T∑
t=0

γt ∥(r(st, π(ϕ(f(st))))− r(st, π(ϕ(st))))∥ dξ

≤
∫
ξ

T∑
t=0

γtLr2 ∥π(ϕ(f(st)))− π(ϕ(st))∥ dξ

≤
∫
ξ

T∑
t=0

γtLr2Lπ1 ∥ϕ(f(st))− ϕ(st)∥ dξ

≤
∫
ξ

T∑
t=0

γtLr2Lπ1ϱdξ = Lr2Lπ1ϱ
1− γT+1

1− γ
.
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For term (II), we have

(II) = ∥Eξ[J(ϕ(τ(ξ;π, T ′, I ′)))]− Eξ[J(ϕ(τ(ξ;π, T ′, I)))]∥

≤
∫
ξ

∥∥∥∥∥
T∑
t=0

γt
(
r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s

′
t); θ))

)∥∥∥∥∥ dξ
≤
∫
ξ

T∑
t=0

γt∥r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s
′
t); θ))∥dξ.

By using Lemma 3, and that the encoder is Lϕ-Lipschitz, we have

(II) ≤
∫
ξ

T∑
t=0

γt
(
Lr1∥st − s′t∥+ Lr2Lπ1∥ϕ(st)− ϕ(s′t)∥

)
dξ

≤
∫
ξ

T∑
t=0

γt (Lr1 + Lr2Lπ1Lϕ)︸ ︷︷ ︸
:=λ

∥st − s′t∥dξ

Term (II) has the identical transition dynamics but different initialization functions, then
by using Lemma 4, we have

(II) ≤ λ

∫
ξ

T∑
t=0

γtνtϵdξ = λϵ
T∑
t=0

γtνt.

For term (III), we follow the same way of bounding term (II) and have

(III) = ∥Eξ[J(ϕ(τ(ξ;π, T ′, I)))]− Eξ[J(ϕ(τ(ξ;π, T , I)))]∥ ≤
∫
ξ

T∑
t=0

γtλ∥st − s′t∥dξ.

Term (III) has the same initialization function, but different transition dynamics. By using
Lemma 5, we have

(III) ≤
∫
ξ

T∑
t=0

γtλ∥st − s′t∥dξ ≤
∫
ξ

T∑
t=0

γtλζ
1− νt

1− ν
dξ = λζ

T∑
t=0

γt
1− νt

1− ν
.

Finally, Theorem 2 holds by combining the bounds of term (I), (II), and (III).

Remark 1: By assuming ∥ϕ(f(s)) − ϕ(s)∥ ≤ ϱ, ∀ s, we actually are enforcing a ‘local’
regularization on the encoder, i.e., the representation distance upon the captured state
between the training environment s and the testing environment f(s) ought to be bounded.
This naturally leads to yet another requirement on the Lipschitz constant Lϕ, i.e., it has to
satisfy Lϕ ≤ ϱ

maxs∈S ∥f(s)−s∥ .
Remark 2: The above theorem does not involve the process of policy improvement

(which is why we emphasize a fixed policy), and is simply the performance of any policy in
the training and testing environments. However, the result is still meaningful as it meets
the most common way of evaluating RL policies, i.e., evaluate the agent with the fixed
policy after certain environmental steps.
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We note that among the all critical factors, the initialization difference ϵ and the transi-
tion dynamics difference ζ are uncontrollable, and are strongly correlated with the physical
systems. It turns out that the most critical way of reducing the performance shift is to regu-
larize the representation difference ϱ. Before moving to our most critical conclusion, we need
to present the formal generalization error of visual RL when the testing environment has dis-
tractors. Recall that the generalization error has the form of ∥Eτ∼D′

π̂
[J(τ)]− 1

n

∑n
i=1 J(τi)∥22

(as illustrated in Section 3). To that end, we first present the following lemma, which is a
direct product of classical learning theory (i.e., Theorem 3.3 in (Mohri et al., 2018)).

Lemma 6. For reparameterized visual RL, if the rewards are bounded, |r(s, a)| ≤ rmax,
∀ s, a, rmax > 0. Assume that the sampled peripheral random variables ξs are i.i.d. for each
episode. Then with probability at least 1− δ, for any policy π ∈ Π, the following holds,∥∥∥∥∥Eξ [J (ϕ (τ (ξ;π, T , I)))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥ ≤ 2Rad(Jπ,T ,I) +O

(
rmax

√
log(1/δ)

n

)
,

where Rad(Jπ,T ,I) = EξEσ[supπ
1
n

∑n
i=1 σiJ(ϕ(τ(ξi;π, T , I)))] is the Rademacher complexity, σi is

the Rademacher variable, n is the number of training episodes.

Proof. Please refer to the proof of Theorem 3.3 in (Mohri et al., 2018).

The above bound holds uniformly for all policies π ∈ Π. Then, we formally present the
generalization gap bound of the policy in the testing environment with distractors and the
clean training environment.

Theorem 3 (Generalization error). Assume that the assumptions made in Theorem 2 hold
and ξi are i.i.d.. Denote f(·) as the transpose function in the testing environment. Then
with probability at least 1− δ, the generalization gap between the training environment and
testing environment satisfies:∥∥∥∥∥Eξ [J (ϕ (f (τ (ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥
≤ 2Rad(Jπ,T ,I) + λζ

T∑
t=0

γt ν
t − 1

ν − 1
+ λϵ

T∑
t=0

γtνt +
Lr2Lπ1ϱ(1− γT+1)

1− γ
+O

(
rmax

√
log(1/δ)

n

)
,

where Rad(Jπ,T ,I) = EξEσ[supπ
1
n

∑n
i=1 σiJ(ϕ(τ(ξi;π, T , I)))] is the Rademacher complexity, ν =

Lt1 + Lt2Lπ1
Lϕ, λ = Lr1 + Lr2Lπ1

Lϕ, and n is the number of training episodes.

Proof. We decompose the target as follows:∥∥∥∥∥Eξ

[
J
(
ϕ
(
f
(
τ
(
ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥
≤
∥∥Eξ

[
J
(
ϕ
(
f
(
τ
(
ξ;π, T ′, I ′))))]− Eξ [J (ϕ (τ (ξ;π, T , I)))]

∥∥︸ ︷︷ ︸
(I)

+

∥∥∥∥∥Eξ [J (ϕ (τ (ξ;π, T , I)))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥︸ ︷︷ ︸
(II)

.
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Then, the conclusion holds by bounding term (I) with Theorem 2, and term (II) with
Lemma 6.

The remaining procedure is to bound the Rademacher complexity. To fulfill end, we
first introduce the following lemma which shows that the empirical return J also satisfies
the Lipschitz condition.

Lemma 7. Assume that Assumptions 1, 2, 3 hold, and the encoder is Lϕ-Lipschitz, then
the empirical return J(ϕ(τ(·; θ))), as a function of θ, is LJ -Lipschitz, i.e.,

∥J(ϕ(τ(·; θ)))− J(ϕ(τ(·; θ′)))∥ ≤ LJ∥θ − θ′∥,

whereLJ =
T∑
t=0

γt
(
λLt2Lπ2

νt − 1

ν − 1
+ Lr2Lπ2

)
.

(13)

Proof. Under policies π(·; θ), π(·; θ′) with parameters θ, θ′, different trajectories will be col-
lected. However, the initialization process is identical (i.e., s0 = s′0) as it does not depend
on θ. Suppose s ∼ τ(·; θ) and s′ ∼ τ(·; θ′), then we have

∥J(ϕ(τ(·; θ)))− J(ϕ(τ(·; θ′)))∥ =

∥∥∥∥∥
T∑
t=0

γtr(st, π(ϕ(st); θ))−
T∑
t=0

γtr(s′t, π(ϕ(s
′
t); θ

′))

∥∥∥∥∥
≤

T∑
t=0

γt|r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s
′
t); θ

′))|.

By following a similar procedure in proving Lemma 3, we have

|r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s
′
t); θ

′))| ≤ Lr1∥st − s′t∥+ Lr2∥π(ϕ(st); θ)− π(ϕ(s′t); θ
′)∥.

Furthermore, by using Lemma 1, we have

|r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s
′
t); θ

′))|
≤ Lr1∥st − s′t∥+ Lr2(Lπ1∥ϕ(s′t)− ϕ(st)∥+ Lπ2∥θ − θ′∥)
≤ Lr1∥st − s′t∥+ Lr2(Lπ1Lϕ∥s′t − st∥+ Lπ2∥θ − θ′∥)
= (Lr1 + Lr2Lπ1Lϕ)︸ ︷︷ ︸

:=λ

∥st − s′t∥+ Lr2Lπ2∥θ − θ′∥.

We now investigate ∥st − s′t∥, by following a similar procedure we use in proving Lemma 2,
we have

∥st − s′t∥ = ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ

′), ξt−1)∥
≤ ∥T (st−1, π(ϕ(st−1); θ), ξt−1)− T (st−1, π(ϕ(s

′
t−1); θ

′), ξt−1)∥
+ ∥T (st−1, π(ϕ(s

′
t−1); θ

′), ξt−1)− T (s′t−1, π(ϕ(s
′
t−1); θ

′), ξt−1)∥
≤ Lt1∥st−1 − s′t−1∥+ Lt2∥π(ϕ(st−1); θ)− π(ϕ(s′t−1); θ

′)∥.
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Again, we use Lemma 1, and can derive

∥st − s′t∥ ≤ Lt1∥st−1 − s′t−1∥+ Lt2(Lπ1∥ϕ(s′t−1)− ϕ(st−1)∥+ Lπ2∥θ − θ′∥)
≤ Lt1∥st−1 − s′t−1∥+ Lt2(Lπ1Lϕ∥s′t−1 − st−1∥+ Lπ2∥θ − θ′∥)
= (Lt1 + Lt2Lπ1Lϕ)∥st−1 − s′t−1∥+ Lt2Lπ2∥θ − θ′∥
= ν∥st−1 − s′t−1∥+ Lt2Lπ2∥θ − θ′∥.

By recursion, we can further have

∥st − s′t∥ ≤ νt∥s0 − s′0∥+ Lt2Lπ2

1− νt

1− ν
∥θ − θ′∥ = Lt2Lπ2

1− νt

1− ν
∥θ − θ′∥.

The last equality is because s0 = s′0. Combining the above results, and we have

∥J(ϕ(τ(·; θ)))− J(ϕ(τ(·; θ′)))∥ =

∥∥∥∥∥
T∑
t=0

γtr(st, π(ϕ(st); θ))−
T∑
t=0

γtr(s′t, π(ϕ(s
′
t); θ

′))

∥∥∥∥∥
≤

T∑
t=0

γt|r(st, π(ϕ(st); θ))− r(s′t, π(ϕ(s
′
t); θ

′))|

≤
T∑
t=0

γt(λ∥st − s′t∥+ Lr2Lπ2∥θ − θ′∥)

≤
T∑
t=0

γt
(
λLt2Lπ2

1− νt

1− ν
∥θ − θ′∥+ Lr2Lπ2∥θ − θ′∥

)

=

T∑
t=0

γt
(
λLt2Lπ2

1− νt

1− ν
+ Lr2Lπ2

)
︸ ︷︷ ︸

:=LJ

∥θ − θ′∥.

We thus can conclude the proof.

Furthermore, if the number of parameters m in the policy π(·; θ) is bounded, the
Rademacher complexity can be controlled, as desired.

Lemma 8. Given Assumptions 1, 2, 3, and suppose the parameters of the policy θ ∈ Rm

is bounded such that ∥θ∥ ≤ K, K ∈ R+, then the Rademacher complexity Rad(Jπ,T ,I) is
bounded, i.e.,

Rad(Jπ,T ,I) = O
(
LJK

√
m

n

)
. (14)

Proof. Note that we have a budget of n episodes. Denote A = (a1,a2, . . . ,aN ) is a finite set
of vectors, with each element containing (J(ϕ(τ(ξ1))), J(ϕ(τ(ξ2))), . . . , J(ϕ(τ(ξn)))). For
simplicity, we write Ji = J(ϕ(τ(ξi))). One can see that Rad(A) = Rad(Jπ,T ,I). Denote σ
as a n-dimensional Rademacher variable. Denote ⟨f, g⟩ as the inner product of two vectors
f, g. We define ā = 1

N

∑N
i=1 ai. Let λ > 0 and A′ = (λa1, λa2, . . . , λan). The proof is quite

similar to that of the well-known Massart Lemma. We have

nRad(A′) = EξEσ

[
max
a∈A

⟨σ, λa⟩
]
= EξEσ

[
log

(
max
a∈A

eλ⟨σ,a⟩
)]

≤ EξEσ

[
log

(∑
a∈A

eλ⟨σ,a⟩

)]
.
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By using the Jensen’s inequality, we have

nRad(A′) ≤ EξEσ

[
log

(∑
a∈A

eλ⟨σ,a⟩

)]
≤ log

(
EξEσ

[∑
a∈A

eλ⟨σ,a⟩

])
= log

(∑
a∈A

EξEσ

[
eλ⟨σ,a⟩

])
.

Expanding the above formula, and we have

nRad(A′) ≤ log

(∑
a∈A

EξEσ

[
eλ⟨σ,a⟩

])
= log

(∑
a∈A

n∏
i=1

EξEσ

[
eλσiJi

])
.

We now claim that
ea + e−a

2
≤ e

a2

2 ,∀a ∈ R. Notice that ea =
∑∞

n=0

an

n!
, hence

ea + e−a

2
=∑∞

n=0

a2n

(2n)!
. Furthermore, we have e

a2

2 =
a2n

n!2n
. The claim holds since (2n)! ≥ 2nn!.

Therefore, Eσi [e
σiJi ] =

eJi + e−Ji

2
≤ eJ

2
i /2, and we have

nRad(A′) = nλRad(Jπ,T ,I) ≤ log

(∑
a∈A

n∏
i=1

EξEσ

[
eλσiJi

])

≤ log

(∑
a∈A

n∏
i=1

eλ
2J2

i /2

)

= log

(∑
a∈A

eλ
2∥a∥2

2/2

)

≤ log

(
|A|max

a∈A
eλ

2∥a∥2
2/2

)
= log (|A|) + max

a∈A

λ2∥a∥22
2

.

Hence, we have

R(Jπ,T ,I) ≤
log (|A|) + maxa∈A

λ2∥a∥2
2

2

λn
.

Then, by setting λ =
√

2 log(|A|)
∥a∥2

2
, we have

Rad(Jπ,T ,I) ≤ ∥a∥
√
2 log(|A|)

n
.

Based on Lemma 26.6 in (Shalev-Shwartz & Ben-David, 2014), the Rademacher complexity satisfies
Rad({a + a0 : a ∼ A}) = Rad(A). We can hence rewrite the above inequality into Rad(Jπ,T ,I) ≤

∥a− ā∥
√

2 log(|A|)
n

. Note that by definition, a = (J1, . . . , Jn). Therefore by using the LJ -Lipschitz

property of the return, we have ∥a− ā∥ ≤
√
nLJ∥θ− θ′∥ ≤

√
nLJ(∥θ∥+ ∥θ′∥) ≤ 2K

√
nLJ . We then

have

Rad(Jπ,T ,I) ≤ 2K
√
nLJ

√
2 log(|A|)

n
.
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It remains to bound log(|A|). Since the policy parameter θ ∈ Rm, and is bounded, then log(|A|)
generally scales with O(dm) (Shalev-Shwartz & Ben-David, 2014) where d is some bounded constant
number. Finally, we have

Rad(Jπ,T ,I) ≤ O
(
KLJ

√
m

n

)
.

Finally, by combining previous results, we get the following generalization bound.

Theorem 4. Suppose that the assumptions made in Theorem 3 and Lemma 8 hold. Then
we have with probability at least 1− δ, the generalization error gives,∥∥∥∥∥Eξ [J (ϕ (f (τ (ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥
≤ λζ

T∑
t=0

γt ν
t − 1

ν − 1
+ λϵ

T∑
t=0

γtνt +
Lr2Lπ1

ϱ

1− γ
(1− γT+1) +O

(
LJK

√
m

n

)
+O

(
rmax

√
log(1/δ)

n

)
.

Proof. It follows by combining Theorem 3 and Lemma 8.

Remark: We summarize a key insight based on the above bound, the generalization
gap can only be small if the representation distance between the training and testing en-
vironments is small, due to the fact that ϱ is the only factor that one can control in the
bound. This observation is somewhat consistent with a human’s intuition: the represen-
tations before and after involving distractors are similar and hence the policy can retrieve
good behaviors it learned in the training environment.

Note that the Assumption 1 requires that the environment dynamics is smooth, i.e., no
sudden change occurs. Our theory still holds if the Lipschitz continuity in terms of transition
dynamics is slightly violated, e.g., the transition dynamics satisfies ∥T (s, a, ξ)−T (s′, a, ξ)∥ ≤
Lt1∥s− s′∥+B, where B ∈ R, B < ∞ is a bounded constant number. Then extra constant
terms will be included in the bounds. Our core conclusion also holds since B is a constant,
i.e., under this condition, minimizing the representation deviation is still the key way of
reducing the generalization error. However, we have to admit that if B is uncontrollable, or
no similar constraints like ∥T (s, a, ξ) − T (s′, a, ξ)∥ ≤ Lt1∥s − s′∥ + B can be satisfied, our
theories will fail and cannot be used to explain the generalization capability then. We stress
that many real-world (or simulation) dynamics do not often encounter abrupt changes (if
abrupt changes occur, those are often referred to as emergent conditions, e.g., the robot dog
fall). It is hard to present a general theoretical framework that fits all of the conditions.
We do not view this as a drawback of our theory.

6. Experimental Support

In this section, we resolve the following concerns: (1) are the assumptions we made in
Section 5 reasonable? (Section 6.1) (2) do existing algorithms agree with our theoretical
insight? (Section 6.2).
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6.1 The rationality of the assumptions

The main assumptions we made for reaching the theoretical bound are the smoothness on
the reward, policy, and transition dynamics. Note that such smoothness assumptions are
widely adopted in prior work (Liu et al., 2022; Miyato et al., 2018; Scaman & Virmaux,
2018; Lecarpentier et al., 2020). Since the reward functions are mostly designed manually,
it is easy to satisfy the Lipschitz condition. Assuming the Lipschitz continuity in the
environmental dynamics is also valid and it is satisfied if the state space is bounded and
no sudden change in this physical system occurs. The Lipschitz assumption for the policy
π can be easily satisfied for many policy classes in practice, e.g., neural networks (Fazlyab
et al., 2019; D’Oro & Jaśkowski, 2020). We empirically examine whether such property
still holds with distractors. We compare the policy learned by DrQ (Yarats et al., 2021),
which uses plain data augmentation, and PIE-G (Yuan et al., 2022), which leverages the
pre-trained (on ImageNet) image encoder (He et al., 2015), on walker-walk task from
DMControl Generalization Benchmark (DMC-GB) (Hansen & Wang, 2020). To that end,
we first gather 10 trajectories τ in the clean training environment with the learned DrQ
agent, and draw the scatter plot of ∥π(ϕ(s))−π(ϕ(s′))∥22 against ∥ϕ(s)−ϕ(s′)∥22 via sampling
s, s′ ∼ τ in a bootstrapping way for 104 times. We then add distractors in τ by replacing
the background of the agent with playing videos, and plot the corresponding scatter plot.
The results are shown in Figure 2, and one can find that the Lipschitz condition for the
policy network is generally satisfied with or without distractors.

Figure 2: Evidence that the Lipschitz condition of the policy holds before and
after adding distractors. We present the scatter plot of the policy de-
viation against the representation deviation of DrQ and PIE-G on walker-
walk video-easy task with and without distractors (i.e., the transpose func-
tion f(·)). The solid line denotes the maximum slope in the batch, i.e.,

y = kx where k = max ∥π(ϕ(s))−π(ϕ(s′))∥
∥ϕ(s)−ϕ(s′)∥ for the training environment, and

k = max ∥π(ϕ(f(s)))−π(ϕ(f(s′)))∥
∥ϕ(f(s))−ϕ(f(s′))∥ for the testing environment. Since there always

exist a k such that the policy deviation of all samples can be bounded, the Lips-
chitz condition for the policy holds naturally.

6.2 Do existing methods align with the theoretical results?

We then examine whether our theory applies to existing algorithms and explains why they
work in practice. Since our contribution mainly lies in the theoretical side, we do not include
extensive studies on all recent algorithms and can only conduct experiments with some of
them. We examine the following six algorithms: DrQ (Yarats et al., 2021), PAD (Hansen
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et al., 2021a), CURL (Srinivas et al., 2020) SODA (Hansen & Wang, 2020), SVEA (Hansen
et al., 2021b), and PIE-G (Yuan et al., 2022). These methods are chosen because of the fact
that they typically represent different categories of methods that handling the generalization
problems in visual RL, and that their reported results can be reproduced. DrQ explores
the data augmentation trick to enhance visual RL training; PAD utilizes a self-supervised
objective to adapt to the testing environment during deployment; CURL leverages the
contrastive learning objective to capture better representations; SODA reformulates the
problem of generalization as a representational consistency learning problem and enables
the encoder to map different views of the same state to similar representations; SVEA
uses strong data augmentation (e.g., augmentation with random convolution networks) and
regularizes the way Q value updates; PIE-G is built upon DrQ-v2 (Yarats et al., 2022) while
replaces its encoder with the pre-trained image encoder.

It is known that DrQ often fails when generalizing to unseen test environments, while
PIE-G and SVEA are among the strongest generalization visual RL algorithms. In order
to show that our theory holds in practice, we expect that the representation deviation
∥ϕ(f(s))− ϕ(s)∥ (as well as the policy deviation ∥π(ϕ(f(s)))− π(ϕ(s))∥) of a stronger gen-
eralization algorithm ought to be smaller than weak ones. We verify this by conducting
experiments on two environments from DMC-GB, walker-walk and finger-spin (results
on wider environments can be found in Appendix B). We note that the policy deviation
counts when comparing different generalization visual RL algorithms because different al-
gorithms train their policies in different ways, leading to different Lπ1 that may affect the

term
Lr2Lπ1ϱ

1−γ (1 − γT+1). The policy deviation is an important metric that directly indi-
cate how well the agent can recover its behavior learned in the clean train environment
when deployed in the test environment with distractors. We run these algorithms under
their default hyperparameters on the clean training environment first and then replace the
background with playing videos or change the color of the agent (e.g., video-easy setting
in DMC-GB contains 10 different video backgrounds). We adopt three generalization sce-
narios for empirical evaluation: color-hard, video-easy, and video-hard. Our experimental
setting is, the trajectory remains the same, and only backgrounds or the colors are changed.
This generally meets our formulation, i.e., we have s in the training environment while also
needing f(s) in the testing environment, upon the identical state s. We then evaluate the
representation deviation using the learned encoder and the policy deviation with the policy
network of each algorithm on the clean training trajectory and the testing trajectories with
distractors for 100 episodes and 5 different random seeds.

All algorithms are run for 500K environmental steps. The evaluated trajectories are
made up of 1000 transitions. We measure the average representation deviation Es∼τ [∥ϕ(f(s))−
ϕ(s)∥] and the policy deviation Es∼τ [∥π(ϕ(f(s)))−π(ϕ(s))∥] along the trajectory. We sum-
marize the results of walker-walk task in Figure 3 and the results of finger-spin task in
Figure 4.

It turns out that DrQ generally has the largest policy deviation and representation
deviation among all of the methods (and its generalization performance is generally the
worst). The representation deviation and policy deviation of CURL and PAD are generally
smaller than DrQ (but the deviations are larger than DrQ on a limited number of tasks).
Based on (Hansen et al., 2021a; Yuan et al., 2022), CURL often does not exhibit satisfying
generalization performance and we observe that its policy deviation and representation
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Figure 3: Evidence that our theoretical results can explain empirical algorithms.
We present comparison of average representation deviation (E[∥ϕ(s) − ϕ(s′)∥22],
left column) and average policy deviation (E[∥π(ϕ(s))−π(ϕ(s′))∥22], right column)
of 6 typical methods on color-hard, video-easy, and video-hard settings of walker-
walk task from DMC-GB. The results are averaged over the trajectory and across
5 varied random seeds. The error bar denotes the average standard deviation
along the trajectory and 5 seeds.

deviation are much larger than methods like SODA and SVEA. PAD also underperforms
methods like SVEA and PIE-G in many generalization tasks. It is understandable because
many studies (Jaderberg et al., 2017; Hansen et al., 2021a; Lin et al., 2019; Lyle et al.,
2021) have shown that the best choice of auxiliary tasks in self-supervision methods highly
depends on the specific RL task, and negative impacts can incur if we choose sub-optimal
auxiliary tasks. The strong generalization visual RL algorithms like SODA, SVEA and PIE-
G have small policy deviation and representation deviation on most of the tasks. Notably,
the standard deviation of DrQ is also the largest, while algorithms like SODA, SVEA and
PIE-G enjoy much smaller standard deviations, indicating that they are more stable than
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Figure 4: Evidence that our theoretical results can explain empirical algorithms.
We demonstrate comparison of average representation deviation (E[∥ϕ(s) −
ϕ(s′)∥22], left column) and average policy deviation (E[∥π(ϕ(s))−π(ϕ(s′))∥22], right
column) of 6 typical methods on color-hard, video-easy, and video-hard settings
of finger-spin task from DMC-GB. The results are averaged over the trajectory
and 5 different random seeds. The error bar represents the average standard de-
viation along the trajectory and 5 seeds.

DrQ. The empirical results are unanimously in line with our expectations. Hence, we believe
our theory explains in part why these algorithms work in practice.

For readers of interest, we include the results of average policy deviation and repre-
sentation deviation along the trajectory (that is, the plots of average policy deviation and
representation deviation against the steps) on some tasks in Appendix C, where we find
that methods like DrQ has large representation deviation and policy deviation on almost
every transition in the trajectory while strong generalization methods like SVEA and PIE-G
enjoy much smaller deviations. We believe these can further validate the rationality of our
theoretical analysis.
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7. Discussions

In this section, we discuss some issues that readers of interest may wonder, e.g., guidance
on improving test performance. Furthermore, we discuss some possibly promising ways for
developing future advanced generalization visual RL algorithms and the theoretical bounds
when different reward functions are considered in the training and testing environments.

How reparameterization can be applied in RL? Our core contribution in this
paper is the construction of theoretical bounds on the generalization gap in visual RL, via
the reparameterization trick. As we highlight in Section 2, the community has already
witnessed many trials in terms of leveraging reparameterization in RL, with some of them
being quite popular and widely used (e.g., the SAC algorithm). Apart from the aforemen-
tioned applications of reparameterization, one can employ it in linear quadratic regulator
(LQR) (Bradtke, 1992; Cao & Ren, 2010; Simchowitz & Foster, 2020; Recht, 2019). For
instance, Jost et al. (2017) reparameterize the input variables with an LQR controller to
accelerate linear model predictive control. In practice, the reparameterization can also be
applied in the (real-world) physical systems where the dynamics are formulated by stochas-
tic partial differential equations that contain reparameterizable parameters or components
over continuous state-action space (Heess et al., 2015; Perkins & Barto, 2001), as we do in
Algorithm 1.

How to improve test performance? Our theoretical result in Theorem 4 indicates
that if one wants good performance in the testing environment, then one should (1) mini-
mize the representation deviation between training and testing environments, such that the
generalization gap is small; (2) improve the performance in the training environment, since
only if the agent achieves good performance during training (e.g., collected n trajectories
are all of the high return) can it possibly acquire satisfying performance in the testing
environment. The second part is closely correlated to the sample efficiency in visual RL.
Though many works try to attain some progress, including model-based (Hansen et al.,
2022; Ye et al., 2021) and model-free (Yarats et al., 2022; Hansen et al., 2022; Lyu et al.,
2024) methods, it still remains a central challenge.

Possible directions of developing RL algorithms for generalization with image
input. We believe the most critical issue for enhancing generalization in visual RL is
how to get robust and generalizable representations. Studying how and when the image
representations can generalize to unseen scenarios both empirically and theoretically may be
vital, and (Le Lan et al., 2022) serves as a good primary work. Extracting important regions
in the visual input to dismiss the influence of distractors from the testing environment is
also promising. Bertoin et al. (2022) realize it by building an attribution map. Moreover,
this can be done with the aid of foundation models, e.g., SAM (Kirillov et al., 2023). It
is straightforward that the generalization performance can be improved if the influence of
distractors in the testing environments is cleared. It is equivalent to directly minimizing
∥f(s)− s∥ (our theories still apply here). Meanwhile, it is interesting to see whether large
language models like ChatGPT can aid generalization in visual RL, e.g., ask the ChatGPT
to summarize the image and tell us what action we should take, such that we use the
text embedding as an extra input in the policy. By asking large language models (LLM),
one may extract some key features that are not affected by the distractors. For example,
the LLM may summarize that “there is a running robot in the figure”, and this may be
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vital for the agent to execute suitable actions. By incorporating such information as an
additional input, we may minimize the representation deviation between the training and
testing environments. From another perspective, enhancing the robustness of the policy is
promising and encouraging for improving the generalization ability, i.e., controlling Lπ1 , Lπ2 ,
and we can borrow some ideas from the field of robust RL (Morimoto & Doya, 2001; Tessler
et al., 2019; Zhang et al., 2021; Derman et al., 2020).

More general theoretical bounds when the reward functions are different. In
our theoretical analysis, we assume that the training environment and the testing environ-
ment can have slight different transition dynamics and initialization function, but with the
same reward function. It is then interesting to investigate the generalization gap of visual
RL agent when different reward functions are adopted in training and testing environments.
We denote the reward function in the training environment as r(s, a) and the reward func-
tion in the testing environment as r′(s, a). We denote the return that leverages the testing

rewards r′ as J ′, i.e., Eτ [J
′(ϕ(f(τ)))] = Eτ

[∑T
t=0 γ

tr′(st, π(ϕ(f(st))))
]
. Then with similar

assumptions and some additional assumption on the rewards in the training and testing
environments, we can derive a similar generalization bound as Theorem 4, where our core
insight in the previous analysis still holds, i.e., the core factor that impact the generalization
error is the representation deviation of the state before and after adding the distractors.

Theorem 5. Suppose that the assumptions made in Theorem 3 and Lemma 8 hold. We
suppose the testing environment has a different reward function r′(s, a) from the training
environment. We assume |r(s, a)−r′(s, a)| ≤ ϵr < ∞, ϵr ∈ R, ∀s, a, i.e., given any state and
action, the rewards in the training environment and the testing environments are bounded.
Then we have with probability at least 1− δ, the generalization error gives,

∥∥∥∥∥Eξ [J
′ (ϕ (f (τ (ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥ ≤ λζ

T∑
t=0

γt ν
t − 1

ν − 1
+ λϵ

T∑
t=0

γtνt

+
1− γT+1

1− γ
(Lr2Lπ1ϱ+ ϵr) +O

(
LJK

√
m

n

)
+O

(
rmax

√
log(1/δ)

n

)
.

Proof. We decompose the target as follows:

∥∥∥∥∥Eξ

[
J ′ (ϕ (f (τ (ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥
≤
∥∥Eξ

[
J ′ (ϕ (f (τ (ξ;π, T ′, I ′))))]− Eξ

[
J
(
ϕ
(
f
(
τ
(
ξ;π, T ′, I ′))))]∥∥︸ ︷︷ ︸

(I)

+

∥∥∥∥∥Eξ

[
J
(
ϕ
(
f
(
τ
(
ξ;π, T ′, I ′))))]− 1

n

n∑
i=1

J(ϕ(τ(ξi;π, T , I)))

∥∥∥∥∥︸ ︷︷ ︸
(II)

.
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For term (I), we have

(I) =
∥∥Eξ

[
J ′ (ϕ (f (τ (ξ;π, T ′, I ′))))]− Eξ

[
J
(
ϕ
(
f
(
τ
(
ξ;π, T ′, I ′))))]∥∥

≤
∫
ξ

∥∥∥∥∥
T∑
t=0

γt
(
r′(st, π(ϕ(f(st))))− r(st, π(ϕ(st)))

)∥∥∥∥∥ dξ
≤
∫
ξ

T∑
t=0

γtϵr =
1− γT+1

1− γ
ϵr.

For term (II), we directly bound it with Theorem 4, and then the conclusion holds accord-
ingly.

8. Conclusions and Limitations

Despite the emergence of many practical and promising algorithms for enhancing the gen-
eralization capability of visual RL policies, a clear and instructive theoretical analysis on
the generalization gap, and how to minimize the generalization gap are absent. The main
purpose of this work is to provide a theoretical bound on the generalization gap in visual
RL when there exist distractors in the testing environment, and try to explain why previous
methods work based on the derived bounds. However, directly analyzing the generalization
gap is difficult since the policy keeps evolving. We isolate the randomness from the policy
by resorting to the reparameterization trick. Our bound indicates that the key to reducing
the generalization gap is to minimize the representation deviation between the training and
testing environments. We further provide empirical evidence on the validity of the assump-
tions and conclusion, which we find is consistent with the theoretical results. An interesting
future work is to study the generalization gap of off-policy visual RL and characterize what
matters under this setting, e.g., derive the generalization gap bound of offline visual RL
algorithms.

We believe the limitations of this work mainly lie in the following aspects: (1) the repa-
rameterization trick cannot be experimentally applied in the simulated environments, e.g.,
DMC-GB, and some real-world scenarios, because they often do not meet the reparameterz-
able conditions; (2) some of the assumptions we made (e.g., the smoothness in dynamics)
may not necessarily hold in general cases.
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Appendix A. Missing Example Trajectories on DMC-GB

In this section, we provide the example trajectories of the visual RL agent in the training
environment, and the corresponding trajectories of DrQ, SVEA, and PIE-G in the testing
environment. We choose walker-walk video-easy task as the testbed.
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Figure 5: Example trajectories of the training environment (first row), and DrQ (second
row), SVEA (third row), and PIE-G (fourth row) deployed in the walker-walk
video-easy task with distractors. Results are illustrated by using the models of
each algorithm after training 500K environmental steps.

Appendix B. Broader Experiments

In this section, we provide wider empirical results to further validate our theoretical results.
Our experiments are conducted on DMC-GB, and we consider three settings: color-hard,
video-easy, and video-hard. The color-hard tasks require the agent to generalize to color-
jittered observations. Video-easy and video-hard tasks, instead, replace the background of
the agent with the playing videos. Among them, video-hard tasks are the most challenging,
since they contain more complex and fast-switching videos (up to 100 videos), and the
reference plane of the ground is also removed. We detail the examples of the training and
testing environments in DMC-GB below in Figure 6.

(a) training (b) color-hard (c) video-easy (d) video-hard

Figure 6: Examples of the clean training environment and testing environments with ran-
domly jittered color and moving video backgrounds in DMC-GB.

We adopt the implementation of DrQ and SVEA from the DMC-GB 1 under MIT
License, and adopt the implementation of PIE-G from the open-sourced codebase from
the authors 2. We use the default hyperparameters of these algorithms. We evaluate each
algorithm across 100 episodes and 5 different random seeds (1-5) for all of the generalization

1. https://github.com/nicklashansen/dmcontrol-generalization-benchmark
2. https://anonymous.4open.science/r/PIE-G-EF75/README.md
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settings. Note that we use SVEA(conv), which leverages a random convolution network for
data augmentation, instead of SVEA(overlay), as SVEA(overlay) adopts an outer source
of dataset for training and data augmentation, which we think somewhat has an overlap
with PIE-G. In practice, SVEA(conv) exhibits similar performance compared with that of
SVEA(overlay). The experiments are conducted with PyTorch 1.8 version.

In the main text, we mainly showcase the policy deviation and representation deviation
of DrQ, CURL, PAD, SODA, SVEA, and PIE-G on the color-hard, video-easy, and video-
hard settings of walker-walk and finger-spin tasks. We further present the results on two
additional tasks here, cartpole-swingup and walker-stand. It is worth noting that our
comparison is valid and reasonable since the sample efficiency and the final performance
of these algorithms in the training environments are quite similar. Following the same
procedure in the main text, we collect a trajectory in the training environment with the
learned policy, and then add distractors (e.g., the background is replaced with moving
videos) on it. We then evaluate the policy deviation and representation deviation across
100 episodes (the distractors are different in different episodes). This is repeated with 5
different random seeds. The comparison results on cartpole-swingup is depicted in Figure
7, and one can find that the results also match our conclusion in the main text, i.e., both
the representation deviation and policy deviation of DrQ, PAD and CURL are larger than
those of SODA, SVEA and PIE-G.

The comparison results walker-stand is shown in Figure 8, where we only compare
DrQ against SVEA and PIE-G. We observe that in walker-stand environment, it seems
the representation deviation of DrQ is smaller. We would like to clarify here that the
reasons lie in the fact that DrQ itself actually already achieves quite good performance on
color-hard, video-easy evaluation modes of walker-stand (comparable to SVEA and PIE-G,
please refer to (Hansen et al., 2021b; Yuan et al., 2022)), indicating that this task is simple
and simple data augmentation techniques utilized in DrQ can aid the capture of important
knowledge from the testing environments. This does not indicate that our theory fails. It
can be found in Theorem 4 that the generalization gap bound not only depends on the
representation deviation ϱ, but also correlates with the Lipschitz constant of the policy, i.e.,
Lπ1 . One can see that the policy deviations of DrQ on walker-stand color-hard and video-
hard tasks are larger than SVEA and PIE-G, despite that the representation deviations of
DrQ are smaller. It is not difficult to conclude that the Lipschitz constant is the largest in

DrQ. Similar phenomenon can also be seen in Figure 2 where both max
∥π(ϕ(s))−π(ϕ(s′))∥22

∥ϕ(s)−ϕ(s′)∥22
and max

∥π(ϕ(f(s)))−π(ϕ(f(s′)))∥22
∥ϕ(f(s))−ϕ(f(s′))∥22

of DrQ are larger than those of PIE-G. For example, on

walker-walk test trajectories, the max
∥π(ϕ(f(s)))−π(ϕ(f(s′)))∥22

∥ϕ(f(s))−ϕ(f(s′))∥22
gives 24, while PIE-G gives

7.8. These further reveal that the policy learned by the DrQ agent is fragile and unstable,
while SVEA and PIE-G exhibit better tolerance to distractors during testing on walker-
stand color-hard and video-hard tasks. Hence, with a joint influence of the Lπ1 and the
representation deviation, the generalization gap of DrQ is larger.

Interestingly, we notice that on the video-easy setting of walker-stand task, DrQ is better
than SVEA in terms of both representation deviation and policy deviation. This is because,
on this setting, the average test performance of DrQ gives 873, while SVEA underperforms
it with an average performance of 795. It is also worth noting that one may wonder why
on some tasks like walker-walk video-hard, cartpole-swingup video-easy, the representation
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Figure 7: Evidence that our theoretical results can explain empirical algorithms.
We present comparison of average representation deviation (E[∥ϕ(s)−ϕ(s′)∥22], left
column) and average policy deviation (E[∥π(ϕ(s))− π(ϕ(s′))∥22], right column) of
6 typical methods on color-hard, video-easy, and video-hard settings of cartpole-
swingup task from DMC-GB. The results are averaged over the trajectory and
across 5 varied random seeds. The error bar denotes the average standard devi-
ation along the trajectory and 5 seeds.

deviation difference between DrQ and PIE-G is small, and on walker-stand video-hard, PIE-
G has a larger representation deviation. This is because the encoders of the two algorithms
are trained on different domains, leading to different parameters and representation space.
It is then understandable that on some tasks, PIE-G has a similar representation deviation
as DrQ. Therefore, a better measurement on the generalization gap may be the policy
deviation, which is a joint measurement of Lπ1ϱ, and it turns out that PIE-G is better in
most of the cases. Moreover, we emphasize that DrQ often has a larger standard deviation
on many tasks than SVEA and PIE-G in terms of both policy deviation and representation
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Figure 8: Evidence that our theoretical results can explain empirical algorithms.
We present comparison of average representation deviation (E[∥ϕ(s)−ϕ(s′)∥22], left
column) and average policy deviation (E[∥π(ϕ(s))−π(ϕ(s′))∥22], right column) of 6
typical methods on color-hard, video-easy, and video-hard settings of walker-stand
task from DMC-GB. The results are averaged over the trajectory and across 5
varied random seeds. The error bar denotes the average standard deviation along
the trajectory and 5 seeds.

deviation. Such instability and error can be accumulated during executing actions in the
testing environments, and finally result in a bad performance. PIE-G and SVEA, instead,
can learn more robust policies and encoders.

To summarize, some special cases (e.g., walker-stand color-hard, walker-stand video-
hard) showing that the representation deviation of DrQ is smaller while its generalization
gap is larger do not make our theory a failure. As when comparing the generalization gap
of different algorithms, it is more meaningful to compare policy deviation because different
algorithms have different encoders and update rules for policy, and the generalization gap
is jointly determined by the smoothness of the policy and the representation deviation.
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DrQ has poor test performance as it learns an unstable policy (with a large Lipschitz
constant). However, by adopting a better data augmentation method and modifying the
way of updating Q function, SVEA (which is built upon DrQ) learns a smooth policy
and incurs a better generalization ability, which aligns with our theory. Furthermore, the
success of PIE-G also strongly supports our theory, since it only replaces the encoder in the
vanilla DrQ-v2 with the pre-trained image encoder. We also note that enabling generalizable
representation (and smaller representation deviation) across different evaluation scenarios
and achieving a smoother policy seems to be strongly connected in practice. Therefore, we
believe our claims and insights hold.

Appendix C. Missing Results on Deviations along the Trajectory

We summarize the comparison results of representation deviation and policy deviation along
the evaluation trajectories between DrQ, SVEA and PIE-G in Figure 9, and the represen-
tation deviation comparison between DrQ, CURL, SODA and SVEA in Figure 10 and
policy deviation comparison in Figure 11. The comparison is conducted on two DMC-GB
environments, walker-walk and finger-spin.

Figure 9: Detailed plots of representation deviation and policy deviation compar-
ison. We show the comparison between SVEA, PIE-G, and DrQ on color-hard,
video-easy, and video-hard settings of walker-walk and finger-spin tasks from
DMC-GB. The results are averaged over 5 varied random seeds.

Appendix D. Compute Infrastructure

In Table 1, we list the compute infrastructure that we use to run all of the algorithms.
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Figure 10: Detailed plots of representation deviation comparison. We show the
comparison between DrQ, CURL, SODA, and SVEA on video-easy and video-
hard settings of walker-walk and finger-spin tasks from DMC-GB. The results
are averaged over 5 varied random seeds.

Figure 11: Detailed plots of policy deviation comparison. We show the comparison
between DrQ, CURL, SODA, and SVEA on video-easy and video-hard settings
of walker-walk and finger-spin tasks from DMC-GB. The results are averaged
over 5 varied random seeds.
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